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Abstract

This paper investigates in a non-linear setting the impact on the real economy of frictions stemming from the financial sector. We develop a medium scale DSGE model with a banking sector where an occasionally binding constraint on banks’ capital induces a relevant non-linearity. The model - estimated on Italian data from 1999 to 2015 via a likelihood-free method - is able to generate business cycle asymmetries as in actual data that cannot replicated by linear models. Lastly, the role of macro-prudential policies in smoothing the cycle is discussed.
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1 Introduction

After the Great Financial Crisis of 2008, the relevance of financial frictions in business cycle dynamics has been the subject of a vast research activity, with the development of new strands of literature highlighting the role of the financial sector as a source of business cycle fluctuations and as a shock propagator (Brunnermeier et al., 2013). From a normative viewpoint, the role of financial frictions has also spurred a debate on how to ensure stability in the financial system; this has led to the development of a new set of so called “macroprudential” policy tools.\(^1\)

This widespread debate notwithstanding, surprisingly little quantitative research has been performed so far on the relevance of non-linear dynamics within the financial sector for the real economy. Indeed, a major shortcoming of most quantitative models with a financial sector lies in the fact that they are usually solved via a linear approximation around the steady state of the system. This in turn implies that the impact of the financial sector on the economy is symmetric both in boom and in bust periods.

In this paper we attempt at quantitatively gauging the asymmetric impact on the real economy of financial frictions by estimating a DSGE model on a crisis hit economy, such as the Italian one. We choose Italy for two main reasons. First, the financial frictions we want to investigate arise from within the banking sector and influence quantities and prices of bank loans. In this respect, the Italian financial system is an fitting example, as financial intermediation is mainly performed by traditional banks.\(^2\) Secondly, in the last decade Italy experienced a double dip recession that can be used as a laboratory to test the relevance of the non-linear dynamics of the financial accelerator model (see Figure 1).

The key research questions of the paper are then related to identify the impact on real variables of tensions arising in the banking sector.

\(^{1}\) This label covers a variety of policies sharing the common objective of reducing systemic risk in the economy and of mitigating the financial cycle (Claessens, 2014). Some of these tools are a ready part of the standard toolkit of financial regulators: as a way of example, at the end of 2013 in Europe the national measures in the EU/EEA notified to the European Systemic Risk Board (ESRB), or of which the ESRB was aware, of macroprudential interest were 213.

\(^{2}\) In 2013, banks accounted for almost 85 percent of total financial sector assets. The vast majority of Italian banks runs a traditional business model where the prevailing items on the asset side of the balance sheet are loans to the economy. The prevailing source of funding is deposits and customers loans (IMF, 2013).
Figure 1: Business cycle dynamics for output, consumption and investment in Italy (1999-2015)

Note: This figure displays the dynamics of output, consumption and investment in Italy from 1999Q1 to 2015Q4. Series are detrended with a one-sided HP filter with smoothing parameter equal to 1600. Data are at a quarterly frequency and are reported in per cent.

We try and answer the above questions by making use of a DSGE model with a banking sector where financial frictions can bite occasionally. This non-linearity should help in principle in identifying asymmetries in the cycle: it has indeed been shown in the literature that occasionally binding credit constraints may give rise to asymmetric business cycles (Li and Dressler, 2011).

A further contribution of the paper is related to the estimation of large non-linear DSGE models. The model we are dealing with has indeed an occasionally binding constraint that gives rise to financial frictions in the economy; this implies that the model operates under two regimes: one in which financial frictions are in place and the other in which the allocation of resources is not affected by financial constraints. Keeping the model in its non-linear form should in principle help in better capturing the interaction between the financial system and the real economy compared to its linearized version.

However, so far one of the main hurdles for investigating large non-linear models has been their computational complexity. Here we rely on a method recently brought forward in Guerrieri and Iacoviello (2015b) for solving this class of models. One of the advantages of this method lies in its computational simplicity, which drastically reduces computational time and thus makes it possible to bring the model to the data. We there-
fore make use of an estimation technique that has been rarely employed so far for DSGE models which does not require computing the likelihood function. This method, that is gaining popularity in other disciplines, is known as Approximate Bayesian Computation (ABC, see Beaumont et al. 2002). We show that ABC can be easily implemented for estimating non-linear DSGE models and that it provides several advantages compared to other methods currently used in the estimation of non-linear DSGE models, such as the Simulated Method of Moments (Fernández-Villaverde and Rubio-Ramirez 2007 and Ruge-Murcia 2012). We show that the non-linear version of the model is better able than its linearized counterpart to approximate the asymmetries in real variables that can be observed in the data. More precisely, the estimated non-linear model better matches higher order moments (such as skewness and kurtosis) of output, consumption and investment.

Further, we show that keeping the non-linearity in the model is also of consequence for policy interventions aimed at smoothing out the real effects of the financial cycle. Hence, in the last section of the paper the impact of two macroprudential policy interventions is discussed: a counter-cyclical capital buffer in the banking sector and a pro-active monetary policy that reacts to the credit cycle. These policies are effective in reducing the impact of financial crises and in smoothing out the cycle, although with different degrees.

The current paper is related to two main strands of literature. First, it is related to papers embedding financial frictions, introducing them via an agency problem in the financial intermediation activity (see ex multis Gertler et al. 2010 and Gertler and Karadi 2011). Most of these papers are however solved via a first order approximation of the system around the steady state, thus assuming that financial constraints are binding at any point in time. Some recent papers have instead investigated the properties of models à la Gertler and Karadi (2011) assuming that financial frictions are only occasionally binding: Bocola (2014) is a paper very close to ours in terms of modelling, although its focus is on the effects of sovereign default risk on lending behavior. Prestipino (2014), Akinci and Queralto (2014) and Swarbrick et al. (2016) also rely on a similar non-linear set up, although the former has a policy focus on ex-post bail-outs. In all of these models however the estimation of a rich set of parameters is not viable since they are solved via global methods. Hence, a possible gain in solution accuracy comes at the cost of a significantly lower computational tractability.
The second strand of literature is related to solving and estimating non-linear DSGE models with financial frictions. In this respect the paper most close in spirit is Guerrieri and Iacoviello (2015a). In that paper, the authors use the solution method discussed above for estimating a DSGE with an occasionally binding collateral constraint on housing and a zero lower bound for the policy rate. They however estimate the model via maximum likelihood, whereas this paper relies on a method of moments estimation approach, that can be easily applied to any non-linear model.3

The rest of the paper is organized as follows. In Section 2 the key ingredients of the model are introduced. In Section 3 the solution of the model is presented along with the estimation strategy. In Section 4 the model is actually brought to the data and the results discussed. In Section 5 the role of macro-prudential policies in the current framework is discussed. Section 6 concludes.

2 The Model

The model relies on a standard New Keynesian DSGE framework, enriched with a financial sector à la Gertler and Karadi (2011). In this model, households provide labor services to the production sector but do not directly hold physical capital. Instead, the financing of production is intermediated by banks, which get funded by a combination of households’ bank loans and internal equity and invest in both loans to firms and in government bonds. The production sector is made of intermediate good producers, capital producers and retailers. The distinction between intermediate good producers and capital producers is introduced in order to have a real friction in investment, which is subject to adjustment costs. As the household and production sides of the economy are relatively standard, a more accurate description of these sectors is relegated to Appendix A. In what follows, we will mainly focus on the banking sector and on government policies.

2.1 The banking sector

We assume that the representative household is made of a fraction of workers while the remaining part is made of bankers. Each banker runs a bank. In each period a fraction
of bankers becomes workers within the family and is replaced by an equal fraction of workers that become bankers. The new bankers are endowed with funds provided by the household.

In each period $t$, the funds available to a banker are bank loans $d_t$, bought by workers, and real net worth $n_t$, which arises from past earnings (for surviving bankers) and from endowments provided by the household (for new bankers). A banker uses these resources to buy private assets (loans) $k_t$ at price $p_{k,t}$ and long-term government bonds $b_t$ at price $p_{b,t}$. The balance sheet of a banker then writes

$$p_{k,t}k_t + p_{b,t}b_t = n_t + d_t. \quad (1)$$

At the end of period $t$ returns from the two assets are accrued and are used to repay the bank loans. The leftover is the net worth of the banker which accumulates according to the following law of motion:

$$n_t = (1 + r_{k,t})p_{k,t-1}b_{t-1} + (1 + r_{b,t})p_{b,t-1}b_{t-1} - (1 + r_{d,t-1})d_{t-1} \quad (2)$$

where $r_{k,t}$, $r_{b,t}$ and $r_{d,t}$ are respectively the returns on firms’ loans, on government bonds and on bank loans.

The banker’s objective is to maximize the discounted value of its net worth:

$$v_2 = E_t \left\{ \sum_{s=1}^{\infty} \beta^s \frac{\lambda_1^{s+1}}{\lambda_1} (1 - \sigma)\sigma^{s-1}n_{t+s} \right\}. \quad (3)$$

where $\lambda_1$ is the Lagrange multiplier on the household’s budget constraint. Up to this point, the introduction of a banking sector does not give rise to financial frictions per se and does not alter the dynamics of this economy. The financial friction is therefore introduced in the form of a minimum regulatory capital requirement. More precisely, it is assumed that the banking regulator requires that the discounted value of the bankers’ net worth should be greater or equal than the current value of assets, weighted by their relative risk. Hence, denoting with $\alpha \in (0, 1]$ the risk weight on loans to the real economy and with $\alpha a_b \in [0, 1]$ the risk weight for government bonds, the regulatory constraint

$$The loans to the real economy are in fact a financial instrument that resembles more an equity contract (Gertler and Karadi, 2011).
writes:
\[ v_t \geq \alpha(p_k,t h_k + \alpha p_b,b h_b). \]  

(4)

To solve the banker’s problem we adopt a guess and verify approach. We guess that the value function is a linear object of the form \( v_t = \gamma t n_t \), where \( \gamma \) can be interpreted as the marginal value of an extra unit of net worth. Then we can rewrite the value function as

\[ v_t = \max_{k_t, b_t} E_t \left\{ \frac{\lambda^{t+1} + \Omega_t + n_{t+1}}{\lambda_t} \right\} \]  

(5)

subject to constraint (4), with \( \Omega_t \equiv 1 - \sigma + \sigma \gamma_t \). Hence the first order conditions for \( k_t \) and \( b_t \) and the complementary slackness condition read:

\[ \beta E_t \left\{ \frac{\lambda^{t+1} + \Omega_t + n_{t+1}}{\lambda_t} (r_{k,t+1} - r_d) \right\} = \alpha \mu_t \]  

(6)

\[ \beta E_t \left\{ \frac{\lambda^{t+1} + \Omega_t + n_{t+1}}{\lambda_t} (r_{b,t+1} - r_d) \right\} = \alpha \alpha_b \mu_t \]  

(7)

\[ \mu_t [\gamma_t n_t - \alpha (p_k,k_t + \alpha p_b,b t)] = 0 \]  

(8)

where \( \mu_t \) is the multiplier for constraint (4). The multiplier can be interpreted as the shadow value of relaxing the credit constraint. Therefore, it is also a measure of the severity of the financial friction. Indeed, note that when the constraint is not binding (i.e. \( \mu_t = 0 \)), we get that \( E_t \{ r_{k,t+1} \} = E_t \{ r_{b,t+1} \} = r_d \), so that the financial friction is shut down and the frictionless economy allocation is recovered. An alternative interpretation of the constraint being not binding is that when \( \mu_t = 0 \) the economy is in a Modigliani-Miller setup: it is indeed indifferent for the bank to hold equity and debt, as their rate of return is equivalent.

Another useful remark is the following. In the light of our guess of the value function, we can rewrite (4) as follows:

\[ n_t \geq \varphi_t (p_k,t h_k + \alpha p_b,b h_b) \]  

(9)

where \( \varphi_t = \frac{\tilde{\varphi}}{\mu_t} \) has a straightforward interpretation as a capital ratio. In other words,
in order to comply with regulatory requests - assumed to be perfectly enforceable -, the bank needs to keep this ratio at a level at least equal to $\varphi_t$.

As in Bocola (2014) and in Prestipino (2014), but in contrast with the original contribution by Gertler and Karadi (2011), we do not impose that the constraint is binding all the time. We instead treat it as an occasionally binding constraint, thus introducing a relevant non-linearity in the model.

To see the relevance of such assumption, in Figure 2 the amount of bankers’ net worth along with the difference (in logs) between the left and the right-hand sides of inequality (9) is plotted. More precisely, Figure (2) draws from a simulation of the model, with parameters values equal to the ones resulting from the calibration and estimation exercises conducted in the following sections. On the horizontal axis we plot bankers’ net worth in log-deviation from the steady state. On the vertical axis we plot the difference between the left- and the right-hand sides of (9) in logs.

Figure 2: Occasionally binding credit constraint
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Note: This figure plots data from a simulation of the model for 1000 periods. It displays on the horizontal axis the value of $n_t$ in log-deviation from the steady state, while on the horizontal axis the log of both sides of the inequality (9). The values of the parameters are the ones derived from the results of the calibration and estimation exercise discussed in the following sections.

If the constraint was always binding, the difference between the left and the right hand sides of inequality (9) would be zero as the net worth of bankers would always
equate the right hand side of the equation. This is indeed what actually happens when
the model is linearized around the steady state (linear model).

If the model is solved assuming that the constraint is binding only occasionally, in-
stead, there are times in which the net value of bankers exceeds the minimum level re-
quired by the regulator. An interesting feature of the non linearity is that when the con-
straint is not binding the relationship between the net worth of banks and the amount
of assets held (ie. the amount of loans to the economy and of government bonds) is less
stringent. This occurs more often when banks are well capitalized. In other words, the
probability of the constraint being slack is higher with high values of \( \hat{n}_t \).

Turning to the solution of the bankers’ problem, if we substitute equation (2) and the
FOCs into the value function we get

\[
v_t = \alpha \mu_t (p_{k,t}k_t + \alpha_b p_{b,t}b_t) + \beta \frac{\lambda_t+1}{\lambda_t} (1 + r_{d,t}) n_t
\]

then using FOCs and the guess for the value function we can recover the value of \( \gamma_t \):

\[
\gamma_t n_t = \gamma \mu_t n_t + \beta E_t \left\{ \frac{\lambda_t+1}{\lambda_t} \Omega_{t+1} (1 + r_{d,t}) n_t \right\}
\]

\[
\gamma_t = \frac{1}{1 - \mu_t} \left\{ \beta E_t \left\{ \frac{\lambda_t+1}{\lambda_t} \Omega_{t+1} (1 + r_{d,t}) \right\} \right\}.
\]

In the first expression it can be seen that the marginal value of an extra unit of net worth
can be decomposed into two terms: the return on equity when the constraint is not bind-
ing and the gain that comes from relaxing the regulatory capital constraint.

The description of the banking sector is concluded by constructing the aggregate law
of motion for the net worth of the banking sector as a whole. Aggregate net worth is
made of the sum of the net worth of old and new bankers, weighted by their number.
The old bankers’ net worth is given by combining (1) and (2). As for new bankers, their
net worth is given by their endowment. We assume that the transfer to new bankers is
proportional to the beginning of period net worth \( n_{t-1} \), with proportionality coefficient
\[ n_t = \sigma [(r_{kt} - r_{dt-1})p_{kt-1} - b_{t-1} + (r_{kt} - r_{dt-1})p_{kt-1} - b_{t-1}] \]
\[ + [\sigma(1 + r_{dt-1}) + \omega]n_{t-1}. \]

### 2.2 Government

The government finances its public expenditure by raising taxes and issuing long term bonds. Long-term bonds are modeled assuming that in each period only a fraction \( \delta \) of them come to maturity. On the remaining fraction of bonds the government pays a coupon \( \rho \). In order to introduce sovereign credit risk in the model in a parsimonious way, we assume that the fraction of short-term bonds may be subject to the reprofiling shock \( \varphi_{b,t} \). Such a shock implies a reprofiling of debt maturity: in case of a negative shock, the government is unexpectedly lengthening the maturity structure of its bond stock and partly postponing the reimbursements of short-term bonds, thus implying a partial default. The shock does not aim at introducing actual default of the government, but it is rather meant to capture a confidence shock in government bonds, leading investors to charge a higher return on this asset class.

Then, denoting \( \delta_x = \delta_x e^{\varphi_{b,t}} \), the government budget constraint writes

\[ p_{b,t} [b_t - (1 - \delta_x)b_{t-1}] = b_{t-1} [\delta_x + (1 - \delta_x)p] + g_t - Tax_t, \]

where the return on bonds will be equal to

\[ 1 + r_{b,t} = \frac{\delta_x + (1 - \delta_x)(p + p_{b,t})}{p_{b,t-1}}. \]

It can be noticed that as long as \( 1 - p - p_{b,t} > 0 \), a condition easily satisfied for a reasonable calibration of parameters, a positive confidence shock leads to a sudden and unexpected increase in the interest rate on long-term government bonds.

Lastly, total taxes are equal to

\[ Tax_t = T_t + \tau_e e_t + \tau_w w_t h_t \]
where $T$ is a lump sum tax, $\tau_c$ is a consumption tax and $\tau_w$ is a tax on labor. We assume that government spending obeys the fiscal rule:

$$\tilde{g}_t = \gamma \tilde{g}_{t-1} + \lambda \tilde{y}_t + \nu_g$$

(17)

where $\tilde{g}_t$ and $\tilde{y}_t$ denote log-deviations from the steady state and $\nu_g$ is a disturbance to government spending.

To close the model, we introduce monetary policy in the form of a simple Taylor rule:

$$i_t = \rho_m p_{t-1} + (1 - \rho_m) \left[ \frac{\kappa_a}{4} \tilde{a}_t^2 + \frac{\kappa_y}{4} (\log y_t - \log y_{t-1}) \right] + \varphi_R$$

(18)

where $1 + \pi_t^f = \prod_{p=0}^{T} (1 + \pi_{t-p})$ and

$$1 + i_t = (1 + r_{d,t}) E_t(1 + \pi_{t+1}).$$

(19)

3 Model solution and empirical strategy

3.1 Solution of the model

The key challenge in solving the model is related to the non-linearity of the system and, accordingly, to its intractability for estimation purposes. Indeed, dealing with a large non-linear model is still considered a daunting task for practitioners: accurate methods such as those grouped under the label of "global methods" are usually computationally intensive and can only deal with rather few state variables.

For models with occasionally binding constraints, an interesting alternative has been recently put forward by Guerrieri and Iacoviello (2015b). The basic intuition behind the suggested method is to approximate the policy functions via a first-order piecewise linear approximation around the steady state of the model. The method builds on the fact that models with an occasionally binding constraint can be summarized by two regimes: one

...
in which the constraint is binding and the other in which the constraint is not binding.\(^7\)

The linearization of each regime is performed around the (unique) steady state of the model and then a guess-and-verify approach is employed to identify the transition path from one regime to the other. The interested reader can find an accurate description of the algorithm along with the minimal properties of the model required for applying the method in the original paper by Guerrieri and Iacoviello (2015b).

An important assumption for the solution method to work is that in the long run, in absence of shocks, the model has to return to its unique non-stochastic steady state. In the present paper, we assume that the steady state exists and is located in the regime where the financial constraint is binding. When we will discuss the actual calibration and estimation of the model, we will check that the value of the multiplier at steady state is effectively greater than zero (ie. the constraint is binding).\(^8\)

The solution of the current model, under the proposed method, can be written in its canonical form as

\[
X_t = P_t X_{t-1} + Q_t \varepsilon_t
\]  

where \(X_t\) is the vector of endogenous variables - both jump and predetermined -, \(P_t\) and \(Q_t\) are time-varying transition matrices which depend on \(X_{t-1}\) and \(\varepsilon_t\) (ie. \(P_t \equiv P(X_{t-1}, \varepsilon_t)\) and \(Q_t \equiv Q(X_{t-1}, \varepsilon_t)\)) and \(\varepsilon_t\) is the vector of the structural shocks.

3.2 Estimation strategy

The solution technique discussed above poses a challenge in terms of estimation, since the likelihood of the system - although observable - is computationally hard to recover. In principle one could still make use of maximum likelihood methods to estimate the system of equations (20). Indeed, this is what Guerrieri and Iacoviello (2015a) do when they bring their model to the data. However, in what follows we explore a more general estimation procedure that can be applied to any non-linear DSGE model. The method employed belongs to the class of likelihood-free methods and is called Adaptive Bayesian Computation (ABC, see Beaumont et al. 2002). In essence, the ABC method builds on

---

\(^7\)The argument can be made more general in case of more than one occasionally binding constraint.

\(^8\)Note however that this is an unrequired step in the procedure, as the linearization under the two regimes could be performed around any other point.
an MCMC sampler, whose acceptance/rejection criterion is given by the distance of a given set of simulated moments from their empirical counterparts. To the best of our knowledge, this is one of the first papers where this method is employed for estimating a DSGE.\(^9\) For the model at hand, the estimation procedure we propose is equivalent in terms of computational time to estimating the model via maximum likelihood.

The likelihood-free algorithm is described in Table 3.2.

| 1. Initialize \(\theta_1, x_1(\theta_1)\) |
| 2. For steps \(t = 1, \ldots, T\) |
| (a) Generate \(\theta'\) from the proposal distribution \(q(\cdot, \theta_t)\) |
| (b) Compute \(x' = \pi(x'|\theta')\) |
| (c) Calculate \(r = \min\left\{1, \frac{\pi(x'|x,\theta) \pi(\theta')}{\pi(x|\theta) \pi(\theta|\theta')}\right\}\) |
| (d) Draw \(u \sim U[0, 1]\) |
| i. if \(u \leq r\) then \((x_{t+1}, \theta_{t+1}) = (x', \theta')\) |
| ii. else \((x_{t+1}, \theta_{t+1}) = (x_t, \theta_t)\) |
| (e) Go back to step (a). |

Table 1: Estimation algorithm

Some ingredients of the algorithm need further clarification. First, the proposal distribution \(q(\cdot, \theta_t)\) is a standard random walk proposal: \(q(\cdot, \theta_t) \sim N(\theta_t, c)\), where the variance-covariance matrix \(c\) is obtained as the inverse of the hessian of log-likelihood of linear model, appropriately scaled to obtain a satisfactory acceptance rate. Secondly, as for the weighting function \(\pi(\cdot|\cdot, \theta')\) we make use of a Gaussian kernel density:

\[
\pi(\cdot|\cdot, \theta') = \frac{1}{\sqrt{2\pi}e^{-\frac{1}{2}(x^T, y)^T(T(x), y)}},
\]

\(^9\)A New Keynesian model in continuous time is estimated with this technique in Hayo and Niehof (2014), while a more general discussion of the application of this method to DSGE models is in Scalone (2015).
where $T(x)$ and $T(y)$ are respectively simulated and empirical moments. The function $\rho(T(x), T(y))$ is instead the Mahalanobis distance between empirical and simulated moments:

$$
\rho(T(x), T(y)) = \left\{ [T(x) - T(y)]^\top W^{-1} [T(x) - T(y)] \right\}^{\frac{1}{2}}
$$

(22)

where the weighting matrix $W$ is a diagonal matrix whose elements are given by the absolute deviation (in percent) between the empirical moments and the moments generated by a 1,000 periods simulation of the linear version of model.

Making use of the Gaussian kernel density has a practical advantage compared to other kernel density functions in that it does not require to impose an arbitrary bound for the maximum distance acceptable between $T(x)$ and $T(y)$ (see Sisson and Fan 2011).

Overall, the ABC method has two main advantages compared to other methods. First, alike to the Simulated Method of Moments it implies that one does not need to compute the likelihood of the system. This is particularly useful when the likelihood is not available or hard to compute. Secondly, the Bayesian nature of ABC gives this method a huge practical advantage compared to the Simulated Method of Moments, since one can make use of priors to inform the exploration of the space of parameters.

4 Implementation and data

Turning to actual implementation, the total number of parameters in the model is 42. We split the set of parameters into two subsets. A first subset of 19 parameters is recovered via calibration of steady state values. A discussion of the calibration of these parameters is reported in the next section. The remaining 23 parameters are instead estimated.

The data used in the estimation are 7 Italian macroeconomic series taken at quarterly frequency in the period 1999q1 to 2015q4. The variables include real per-capita consumption, GDP and investment. For inflation we take the Harmonised Index of Consumer Prices. We then take three series for interest rates: the bank bonds rate $R_d$ is the average rate on bank bonds, the return on physical capital $R_k$ is represented by the interest rate on loans to non-financial corporations, while the interest rate on government bonds $R_g$ is an index produced by the Bank of Italy known as "Rendistato". This index is the average yield on a basket of government securities weighted by their outstanding amount. The
series for consumption, GDP and investment are detrended with a one-sided HP-filter with smoothing parameter set at 1600.

As for priors, for most of the parameters (with the exception of values for the variance of the shocks) we use values reported in Cahn et al. (2017) (CMS from now on), where a fairly similar model on euro area data is estimated. The set of moments we use for estimation is made of the variance of the above seven series and their correlation. On top of these moments we also target first order autocovariance, skewness and kurtosis of output, consumption and investment. We therefore end up with 37 moments to be matched (see Table 3).

4.1 Calibration

A subset of 19 parameters is calibrated in such a way that the steady-state value of some variables matches the average in the period 1999-2015 of their empirical counterparts. The parameter values are reported in Table 1.

10Detailed computations of the steady state of the model are reported in a Technical Appendix, available upon request.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>0.991</td>
<td>discount factor</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>2</td>
<td>inverse of Frisch elasticity of labor supply</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>0.034</td>
<td>utilization cost parameter</td>
</tr>
<tr>
<td>( \chi )</td>
<td>22.59</td>
<td>labor supply scale parameter</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.025</td>
<td>depreciation rate</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.3</td>
<td>capital share</td>
</tr>
</tbody>
</table>

Nominal rigidity parameters

| \( \theta_p \)     | 6     | product elasticity of substitution          |
| \( \xi_p \)        | 0.66  | price reoptimization probability            |
| \( \iota_p \)      | 0.17  | degree of inflation indexation              |

Banking sector parameters

| \( \alpha \)      | 0.1535| risk weight on loans                        |
| \( \alpha_b \)    | 0.8890| relative risk weight on bonds               |
| \( \hat{\omega} \) | 0.0024| new bankers’ endowments                    |

Fiscal parameters

| \( \tau_c \)    | 0.061 | consumption tax                             |
| \( \tau_w \)    | 0.062 | labor tax                                   |
| \( \delta_\pi \) | 0.0388| share of short-term government bonds         |
| \( \rho \)      | 0.007 | coupon on long-term bonds                   |

Steady state values

| \( b/y \)       | 4.4   | steady state debt-to-gdp ratio              |
| \( g/y \)       | 0.19  | steady state share of government consumption |
| \( \pi \)       | 0     | steady state inflation                      |

Table 2: Calibration values

The discount factor \( \beta \) is set to 0.991 in order to match the annual Italian banking sector average yield on bonds of 3.65% between 1999 and 2015.\(^{11}\) The inverse of the Frisch elasticity of labor supply

\(^{11}\)Indeed, at the steady state the following relationship holds: \( 1 = (1 + R_d)\beta \).
elasticity of labor supply is fixed at 2, a value that is standard in a vast macro literature (eg. see Smets and Wouters 2007). The degree of habit formation and the parameter for adjustment costs in investment are taken from the estimation performed by CMS.

Then, we set $a_0$ in the adjustment cost function reported in equation (30) in such a way to obtain a normalized steady state capital utilization of 1. The scale parameter for labor supply, $\chi$, is chosen to match a steady state value for labor equal to .33, as is standard in the literature. The depreciation rate $\delta$ and the capital share in the production function, $\theta$, are also assigned standard values.

The values for parameters related to the nominal rigidity block are taken from CMS. Among those, the product elasticity of substitution is set at a level that implies a price markup of 20 per cent, while firms are assumed to be able to reoptimize their prices once every three quarters.

Turning to parameters related to the banking sector, the risk weight parameter $\alpha$ is instead chosen to match the annual Italian banking sector average yield on loans to the non-financial sector. Such a yield was equal to 3.83 per cent on an annual basis between 1999 and 2015. The parameter governing the relative risk of government bonds as compared to the loans to firms, $\alpha_b$, is also taken to match the average interest rate on Italian government bonds from 1999 to 2015. Such a rate is the Rendistato yield, which on average was equal to 3.81 per cent in the reference period. Lastly, the parameter related to the endowment of new bankers, $\omega$, targets the average capital ratio for Italian banks from 1999 to 2015, equal to 11.7 per cent. Note in passing, that such calibration of banking sector parameters implies that the multiplier at steady state is positive ($\mu = 0.004$), thus implying that the reference regime is the one in which the financial constraint is binding.

Moving to fiscal parameters, the value for $r_c$ corresponds to the average amount of VAT as a percentage of GDP (6.1 per cent). The value of the labor tax parameter $\tau_c$ corresponds to the revenue of labor taxation (for employed paid by employees) as a percentage of GDP (8.2 per cent). The source for these values is Eurostat (2014). As for parameters related to government bonds, the share of short-term government bonds, $\delta_c$, is chosen to match the average residual life (6.44 years) of Italian government bonds (source: IMF). The capital ratio series is available from the IMF and is given by the ratio of total regulatory capital over risk-weighted assets.
ian Treasury). The coupon paid on long term issuances, $\rho$, is instead set to a value that matches the average coupon on BTPs issued from 1999 to 2015 (2.98% a year, source: Italian Treasury).

Two steady state relationships are also imposed: the debt-to-GDP ratio is set at 4.4, which is the equivalent at a quarterly frequency of the average debt-to-GDP per year in Italy from 1999 to 2015 (109 per cent). The ratio of government spending over GDP is instead set at the value of 19 per cent, as in the data. Lastly, inflation at the steady state is set for simplicity (and in line with the literature) at zero per cent.

4.2 Estimation Results

The estimation chain is made of 100,000 draws with an acceptance rate equal to 32%. The results of the estimation are reported in Table 2.

---

13These two ratios are computed based on data from the Italian quarterly national accounts, provided by Istat. The amount of government debt is computed as the outstanding amount of general government debt net of deposits held by the Bank of Italy.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
<th></th>
<th>Posterior</th>
<th></th>
<th>Linear model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shape</td>
<td>mean</td>
<td>s.d.</td>
<td>mean</td>
<td>s.d.</td>
<td>mean</td>
</tr>
<tr>
<td>κ_π</td>
<td>gamma</td>
<td>1.67</td>
<td>2</td>
<td>1.49</td>
<td>0.342</td>
<td>1.41</td>
</tr>
<tr>
<td>κ_y</td>
<td>gamma</td>
<td>0.73</td>
<td>2</td>
<td>0.64</td>
<td>0.122</td>
<td>0.09</td>
</tr>
<tr>
<td>λ_π</td>
<td>beta</td>
<td>-0.3</td>
<td>1</td>
<td>-0.46</td>
<td>0.318</td>
<td>-0.93</td>
</tr>
<tr>
<td>η</td>
<td>inv. gamma</td>
<td>0.55</td>
<td>0.1</td>
<td>0.52</td>
<td>0.104</td>
<td>0.53</td>
</tr>
<tr>
<td>ν_i</td>
<td>inv. gamma</td>
<td>4</td>
<td>1</td>
<td>10.64</td>
<td>3.130</td>
<td>3.26</td>
</tr>
<tr>
<td>α_i</td>
<td>inv. gamma</td>
<td>0.4</td>
<td>0.1</td>
<td>0.40</td>
<td>0.100</td>
<td>0.43</td>
</tr>
<tr>
<td>σ</td>
<td>inv. gamma</td>
<td>0.985</td>
<td>0.1</td>
<td>0.806</td>
<td>0.258</td>
<td>0.996</td>
</tr>
<tr>
<td>ρ_c</td>
<td>beta</td>
<td>0.5</td>
<td>0.1</td>
<td>0.50</td>
<td>0.095</td>
<td>0.50</td>
</tr>
<tr>
<td>ρ_b</td>
<td>beta</td>
<td>0.7</td>
<td>0.1</td>
<td>0.72</td>
<td>0.095</td>
<td>0.63</td>
</tr>
<tr>
<td>ρ_i</td>
<td>beta</td>
<td>0.9</td>
<td>0.1</td>
<td>0.91</td>
<td>0.089</td>
<td>0.92</td>
</tr>
<tr>
<td>ρ_z</td>
<td>beta</td>
<td>0.7</td>
<td>0.1</td>
<td>0.71</td>
<td>0.101</td>
<td>0.81</td>
</tr>
<tr>
<td>ρ_b</td>
<td>beta</td>
<td>0.8</td>
<td>0.1</td>
<td>0.79</td>
<td>0.099</td>
<td>0.88</td>
</tr>
<tr>
<td>ρ_g</td>
<td>beta</td>
<td>0.9</td>
<td>0.1</td>
<td>0.90</td>
<td>0.056</td>
<td>0.85</td>
</tr>
<tr>
<td>γ_g</td>
<td>beta</td>
<td>0.5</td>
<td>0.1</td>
<td>0.51</td>
<td>0.114</td>
<td>0.40</td>
</tr>
<tr>
<td>ρ_μ</td>
<td>beta</td>
<td>0.5</td>
<td>0.1</td>
<td>0.51</td>
<td>0.095</td>
<td>0.45</td>
</tr>
<tr>
<td>σ_μ</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.010</td>
<td>0.010</td>
<td>0.014</td>
</tr>
<tr>
<td>σ_b</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.008</td>
<td>0.007</td>
<td>0.003</td>
</tr>
<tr>
<td>σ_i</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.011</td>
<td>0.015</td>
<td>0.019</td>
</tr>
<tr>
<td>σ_z</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.029</td>
<td>0.057</td>
<td>0.006</td>
</tr>
<tr>
<td>σ_b</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.007</td>
<td>0.006</td>
<td>0.433</td>
</tr>
<tr>
<td>σ_μ</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.008</td>
<td>0.007</td>
<td>0.027</td>
</tr>
<tr>
<td>σ_r</td>
<td>inv. gamma</td>
<td>0.01</td>
<td>2</td>
<td>0.011</td>
<td>0.013</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Note: This table reports the estimated values of parameters under an Adaptive Bayesian Computation algorithm based on 100,000 draws from prior distributions. The posteriors of the linear model are recovered via a standard MCMC estimation based on 100,000 draws from the same prior distributions.

Table 3: Estimation Results

For comparison, we also report the posterior mean and standard deviations derived...
from the linearized version of the model (with financial frictions always binding) estimated with standard Bayesian techniques, using the same priors. Estimated parameters can be grouped in two subgroups: the first is made of various parameters related both to policy and to frictions in the economy. The second subgroup is made of parameters related to the autoregressive component and to the variance of the shocks. First, it is interesting to note that the inflation coefficient of the Taylor rule is fairly similarly estimated in both the linear and non-linear models and its value is close to the reference value of 1.5. On the other hand, the output gap parameter is fairly high compared to the literature, but in line with the finding of CMS. This is one of the most relevant differences in estimation with respect to the linear model, which in turn displays a much lower value for such parameter.\(^\text{14}\) In this subset of parameters, it is also worth highlighting that the parameter \(\nu_c\), related to investment adjustment costs, takes a relatively high value (three times higher than CMS and than the value obtained in the linear estimation). Also, the survival probability of bankers \((1 - \sigma)\) implies an average life of a banker of about one year and three months.

The remaining parameters are the autoregressive parameters and the standard deviations of the shocks. Concerning the former, it is interesting to note that the autoregressive parameters are basically confirmed in the posterior, whereas the variances of these shocks tend to differ in the linear and non-linear models. More precisely, we find that the values of most of the variances turn out to be lower in the non-linear version of the model (with the exception of the variances of capital quality, productivity and interest rate shocks). This suggests that part of the exogenous variation in the linear model is endogenized in the non-linear version. In other words, the non-linear model is better able to endogeneously generate business cycle fluctuations, whereas the linearized model needs to rely more on external disturbances to match the big swings observed in the data.

### 4.3 Matching moments

Turning to moments matching, in Table 3 we plot the values of the moments used in the estimation exercise both in the data and in the linear model.

\(^\text{14}\)It is worth to note here that since we are estimating the monetary policy rule on data of a country which belongs to a monetary union, one has to interpret the Taylor rule as an equation that merely closes the model.
This table reports the value of the moments used in the estimation of the model. The estimated moments for the linear and non-linear versions of the model are computed via a simulation for 10,000 periods of the two models, with parameters values taken from the estimation above described. Standard deviation for each series is multiplied by 10.

<table>
<thead>
<tr>
<th>Moment</th>
<th>Data</th>
<th>Non-linear model</th>
<th>Linear model</th>
<th>Moment</th>
<th>Data</th>
<th>Non-linear model</th>
<th>Linear model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>i, R_b</td>
<td>0.3</td>
<td>-0.13</td>
<td>0.1</td>
<td>i, R_k</td>
<td>0.41</td>
<td>-0.09</td>
</tr>
<tr>
<td>y</td>
<td>0.13</td>
<td>0.15</td>
<td>0.19</td>
<td>i, π</td>
<td>0.38</td>
<td>0.05</td>
<td>0.46</td>
</tr>
<tr>
<td>c</td>
<td>0.12</td>
<td>0.21</td>
<td>0.26</td>
<td>R_d</td>
<td>0.01</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>i</td>
<td>0.28</td>
<td>0.52</td>
<td>1.21</td>
<td>R_d, R_k</td>
<td>0.91</td>
<td>0.02</td>
<td>0.43</td>
</tr>
<tr>
<td>R_d</td>
<td>0.01</td>
<td>0.23</td>
<td>0.11</td>
<td>R_d, π</td>
<td>0.42</td>
<td>-0.4</td>
<td>-0.03</td>
</tr>
<tr>
<td>R_k</td>
<td>0.01</td>
<td>0.3</td>
<td>0.12</td>
<td>R_b, R_k</td>
<td>0.65</td>
<td>0.93</td>
<td>0.77</td>
</tr>
<tr>
<td>Correlation</td>
<td>π</td>
<td>0.02</td>
<td>0.07</td>
<td>0.06</td>
<td>R_b, π</td>
<td>0.53</td>
<td>-0.23</td>
</tr>
<tr>
<td>y, c</td>
<td>0.9</td>
<td>0.53</td>
<td>-0.04</td>
<td>R_b, c</td>
<td>0.74</td>
<td>0.76</td>
<td>0.87</td>
</tr>
<tr>
<td>y, i</td>
<td>0.91</td>
<td>0.77</td>
<td>0.64</td>
<td>y</td>
<td>0.91</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>y, R_d</td>
<td>0.38</td>
<td>-0.73</td>
<td>-0.03</td>
<td>c</td>
<td>0.84</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>y, R_k</td>
<td>0.3</td>
<td>-0.22</td>
<td>-0.34</td>
<td>i</td>
<td>0.84</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>y, R_b</td>
<td>0.54</td>
<td>-0.16</td>
<td>-0.32</td>
<td>y, π</td>
<td>0.36</td>
<td>0.27</td>
<td>0.68</td>
</tr>
<tr>
<td>y, π</td>
<td>0.36</td>
<td>0.27</td>
<td>0.68</td>
<td>y</td>
<td>-1.44</td>
<td>-0.33</td>
<td>0.03</td>
</tr>
<tr>
<td>c, i</td>
<td>0.87</td>
<td>0.36</td>
<td>-0.25</td>
<td>c</td>
<td>-0.7</td>
<td>0.06</td>
<td>0</td>
</tr>
<tr>
<td>c, R_d</td>
<td>0.27</td>
<td>-0.36</td>
<td>-0.09</td>
<td>i</td>
<td>-0.82</td>
<td>-1.28</td>
<td>0.06</td>
</tr>
<tr>
<td>c, R_b</td>
<td>0.41</td>
<td>0.01</td>
<td>0.08</td>
<td>y</td>
<td>6.15</td>
<td>3.33</td>
<td>2.96</td>
</tr>
<tr>
<td>c, R_k</td>
<td>0.44</td>
<td>0.03</td>
<td>0.11</td>
<td>c</td>
<td>3.61</td>
<td>2.88</td>
<td>2.86</td>
</tr>
<tr>
<td>i, R_d</td>
<td>0.31</td>
<td>-0.22</td>
<td>0.04</td>
<td>i</td>
<td>4.27</td>
<td>5.34</td>
<td>2.81</td>
</tr>
</tbody>
</table>

Table 4: Empirical and Simulated Moments

The non-linear model represents a significant improvement in terms of variance matching compared to its linear counterpart. This comes at the expense of matching corre-
lations among the selected variables, where the performance of the non-linear model compared to the linear one is mixed. Also the performance in terms of matching autocorrelations (with one or two lags) is relatively similar in the linear and non-linear models. However, the importance of solving the model non-linearly can be gauged when one moves to higher order moments. What the non-linear version of the model adds is indeed an asymmetric behavior of variables in boom and bust periods. This can be observed in Figure 3 where we plot the density of investment both in the data and in a 10,000 period simulation of the two models.

It can be noted that the distribution of investment in the data displays a fat left tail, which is mainly associated with the slump in 2008-2009. The linear version of the model approximates the density poorly, due to the fact that linear models are by definition symmetric.

In Table 4 we report skewness and kurtosis of output, consumption and investment in the two versions of the model and in the VAR(1), with parameters values as in the previous section and simulating the model for 10,000 periods.
<table>
<thead>
<tr>
<th></th>
<th>Output</th>
<th>Consumption</th>
<th>Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Skewness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-linear model</td>
<td>-0.33</td>
<td>0.06</td>
<td>-1.28</td>
</tr>
<tr>
<td><em>p</em>-value</td>
<td>&lt; 0.1%</td>
<td>2.44%</td>
<td>&lt; 0.1%</td>
</tr>
<tr>
<td>Linear model</td>
<td>0.03</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td><em>p</em>-value</td>
<td>&gt; 18.59%</td>
<td>&gt; 95%</td>
<td>1.35%</td>
</tr>
<tr>
<td>VAR(1)</td>
<td>0</td>
<td>-0.03</td>
<td>-0.03</td>
</tr>
<tr>
<td><em>p</em>-value</td>
<td>&gt; 99.38%</td>
<td>26.91%</td>
<td>25.44%</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>-1.44</td>
<td>-0.70</td>
<td>-0.82</td>
</tr>
<tr>
<td><em>p</em>-value</td>
<td>&lt; 0.1%</td>
<td>1.74%</td>
<td>0.65%</td>
</tr>
</tbody>
</table>

| **Kurtosis**   |        |             |            |
| Non-linear model | 3.33  | 2.88        | 5.34       |
| *p*-value      | < 0.1% | 0.85%       | < 0.1%     |
| Linear model   | 2.96   | 2.86        | 2.81       |
| *p*-value      | > 46.13% | 0.36% | < 0.1%    |
| VAR(1)         | 3.02   | 2.98        | 3.05       |
| *p*-value      | > 60.73% | 75.38% | 26.44%     |
| **Data**       | 6.15   | 3.61        | 4.27       |
| *p*-value      | < 0.01% | 19.42%     | 4.57%      |

Note: This table reports skewness and kurtosis tests for output, consumption and investment computed from a simulation for 10,000 periods of the models, with parameter values taken from the estimation described in the text, and from the data. The numbers in italic are the *p*-values for the D’Agostino (1970) test (for skewness) and of the Anscombe and Glynn (1983) test (for kurtosis). The null hypothesis for the D’Agostino test is that skewness is not significantly different from zero (see . The null hypothesis for the Anscombe test is that kurtosis is not significantly different from 3 (as in the normal distribution).

Table 5: Asymmetry of real variables

It can be noticed that with respect to output and investment, the non-linear model is the only one that is able to match the negative skewness of the two distributions, thus confirming the quantitative relevance of the occasionally binding constraint, that
induces asymmetric cycles, with crisis episodes being deeper than booms. Consumption
is instead found not to be significantly skewed in the three models, while in the data it
displays a moderate skew to the left mainly related to the 2009 crisis episode.

Turning to kurtosis, the data reveal that output and investment - although less markedly
- display a leptokurtic distribution, thus implying a higher peak and fatter tails compared
to the normal distribution. These features of the data are confirmed in the non-linear
model, whereas they are rejected - again by definition - in the two linear models.

5 Counterfactuals with macroprudential policies

In this section we build on the estimation results to perform policy counterfactuals and to
quantitatively assess the impact of macroprudential policies on the real economy. Here
macroprudential policies are introduced as two different tools. First of all, we introduce
a Countercyclical Capital Buffer (CCyB) in the banking sector. The CCyB can be viewed
as the main macroprudential tool of the Basel III regulatory framework and it is aimed
at ensuring “that banking sector capital requirements take account of the macro-financial
environment in which banks operate” (BCBS, 2011). In practical terms, it implies that the
regulatory capital ratio should increase during the positive phase of the financial cycle,
in order to make the banking sector more resilient.

A direct regulatory intervention in the banking system, however, is not the only
macroprudential policy option available. Indeed, after the Great Financial Crisis of 2008
new streams of literature have been explored (and old streams of literature revived) in-
vestigating the role of more standard tools, such as monetary policy, in stabilizing the
financial cycle. The question of whether it is appropriate for monetary policy to include
financial conditions in the Taylor rule is still open (see for example Gambacorta and Sig-
noretti 2014). Therefore we introduce in the current setting, as a potential alternative to
the countercyclical capital buffer, an enriched version of the Taylor rule that takes also
into account the financial cycle.

Countercyclical capital buffer. We introduce the countercyclical capital buffer assum-
ing that the banking regulator can make the capital requirement procyclical and depen-
dent on the Credit-to-GDP gap. This policy tool has indeed a real-life counterpart in the Countercyclical Capital Buffer introduced in Basel III.\textsuperscript{15} Specifically, we assume that under this policy the parameter $\alpha$ in equation (9) is not fixed anymore, but varies through the cycle according to the following formula:

$$\alpha_t = \alpha + \lambda_i C\hat{G}G_t$$  \hspace{1cm} (23)

where $C\hat{G}G_t$ is defined as in Basel III as current credit to the economy ($k_{t-1}$) divided by the average GDP in the last 4 quarters, net of the trend (ie. the Credit-to-GDP gap):

$$C\hat{G}G_t = \frac{k_{t-1}}{0.25 \sum_{i=1}^{4} y_{t-i}} - \frac{k_y}{y}. \hspace{1cm} (24)$$

In what follows $\lambda_i$ is set at the value 0.2, which implies that the countercyclical add-on can reach a maximum value of about 2.5% in the simulation exercises. This is indeed the maximum value of the buffer envisaged in the Basel III accords.

**Leaning-against-the-wind monetary policy.** As an alternative option, the credit-to-GDP gap is introduced as an extra variable in the Taylor rule:

$$i_t = \rho_i i_{t-1} + (1 - \rho_i) \left[ \frac{\kappa_y}{4} + \frac{\kappa_y}{4} \left( \log y_t - \log y_{t-4} \right) + \lambda_i C\hat{G}G_t \right] + \varphi_R R_t. \hspace{1cm} (25)$$

Such an extended policy rule and its stabilization properties have been extensively studied both at the theoretical and quantitative level\textsuperscript{16} and it has been adopted by various central banks to tackle bubbles in asset markets.\textsuperscript{17} In the counterfactual scenario, the parameter $\lambda_i$ is assigned the value of 0.05, which implies that the risk free rate is raised by up to 2% (at an annual frequency) in the boom phase of the credit cycle.

\textsuperscript{15}See \url{http://www.bis.org/bcbs/basel3.htm}. The CCyB has been adopted in Italy for the first time in the first quarter of 2016 and was set to 0%. See \url{http://www.bancaditalia.it/compiti/stabilita-finanziaria/politica-macroprudenziale/documenti/en_CCyB_2016Q1.pdf?language_id=1}.


\textsuperscript{17}A case that has been intensely debated among academics and policymakers is the one of Sweden, where the Riksbank in recent years has pursued a relatively restrictive monetary policy in order to reduce risks stemming from the housing market (Svensson, 2016).
5.1 Counterfactuals

With these tools we investigate the features of our economy under the baseline case and in policy counterfactuals. In order to do so, we simulate the model for 10,000 periods with no macroprudential policies in place. Then we use the same shock sequence from the baseline case in three counterfactual scenarios where the following policy tools are active: a) countercyclical capital buffer; b) leaning-against-the-wind monetary policy; c) both instruments active at the same time. We then compute some features of interest of these economies, such as the variance and skewness of real variables (output, consumption and investment), the number of periods with binding financial frictions in place and the average length of an episode with financial frictions in place.\(^\text{18}\) In Table 5 all these variables are reported along with their percentage deviation from the baseline scenario.

\(^\text{18}\)Here we define a period in which financial frictions are binding as a period of financial stress. Therefore, for brevity, in Table 5 we will label such episodes as "crisis" episodes.
### Table 6: Counterfactuals

<table>
<thead>
<tr>
<th>Feature</th>
<th>Baseline</th>
<th>CCyB</th>
<th>Dev. %</th>
<th>Monetary Policy</th>
<th>Dev. %</th>
<th>CCyB &amp; Monetary Policy</th>
<th>Dev. %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(C)</td>
<td>(D)</td>
<td>(E)</td>
<td>(F)</td>
<td>(G)</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>2.29</td>
<td>2.26</td>
<td>-1.1</td>
<td>2.21</td>
<td>-1.1</td>
<td>2.21</td>
<td>-1.1</td>
</tr>
<tr>
<td>Consumption</td>
<td>4.28</td>
<td>4.29</td>
<td>0.4</td>
<td>3.62</td>
<td>-3.6</td>
<td>3.64</td>
<td>-3.6</td>
</tr>
<tr>
<td>Investment</td>
<td>26.54</td>
<td>25.37</td>
<td>-4.4</td>
<td>22.16</td>
<td>-3.1</td>
<td>21.56</td>
<td>-2.6</td>
</tr>
<tr>
<td>Skewness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>-0.330</td>
<td>-0.326</td>
<td>-1.2</td>
<td>-0.186</td>
<td>-1.2</td>
<td>-0.179</td>
<td>-1.2</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.055</td>
<td>0.061</td>
<td>9.7</td>
<td>0.046</td>
<td>8.6</td>
<td>0.050</td>
<td>8.6</td>
</tr>
<tr>
<td>Investment</td>
<td>-1.28</td>
<td>-1.30</td>
<td>-1.1</td>
<td>-1.07</td>
<td>-1.1</td>
<td>-1.04</td>
<td>-1.1</td>
</tr>
<tr>
<td>Crisis times (%)</td>
<td>10.79</td>
<td>10.70</td>
<td>-0.8</td>
<td>10.51</td>
<td>-1.6</td>
<td>10.37</td>
<td>-1.6</td>
</tr>
<tr>
<td>Avg crisis length</td>
<td>3.26</td>
<td>3.26</td>
<td>0.1</td>
<td>3.32</td>
<td>0.1</td>
<td>3.28</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Note: This table reports various features of the model under the three macroprudential policy scenarios. The features have been computed from a simulation of the model for 10000 periods under the same shocks. Variances are multiplied by 100. The length of a crisis period is in quarters. The columns Dev. % represent the percentage deviation of the outcome under each policy with respect to the outcome in the baseline (i.e. without macroprudential policies) scenario.

In the table it can be seen that output and investment volatility is reduced in all three cases. Monetary policy however seems the most effective policy in reducing volatility of real variables. As for the skewness of real variables, instead, the CCyB proves roughly ineffective, while monetary policy can significantly reduce the negative skewness of output and investment.

The economy has financial frictions in place for about 11 per cent of the time and no single macroprudential policy seems able to significantly reduce such a number. On the other hand, monetary policy slightly increases the average length of the crisis (which in the baseline is about 3 quarters).

---

27 It has to be noted that the analysis carried so far is exclusively focussed on the transmission on the real economy of macroprudential policy stimulus. However, since no bank default will ever occur in equilibrium,
When the two policies are simultaneously active, the effect is roughly additive and no significant gain from complementarity seems to be obtained.

One may wonder whether such results are driven by the calibration of the policy tools or are instead inherent to their transmission mechanism. To answer such questions, in Appendix B, some sensitivity analysis is performed with respect to different values of the policy parameters \( \lambda_s \) and \( \lambda_c \). The exercise shows that the gains from increasing the CCyB parameter are relatively modest, whereas the economy is far more sensitive to a change in the monetary policy parameter. Interestingly, raising the coefficients of both policy parameters implies that the economy stays in a financial crisis for longer. Also, with respect to monetary policy, a stronger reaction of the interest rate implies an increase in output volatility.\(^{20}\)

Overall, two main takeaways should be taken from the counterfactual exercise. First, macroprudential policies seem indeed partly effective in smoothing business cycle dynamics. Second, monetary policy is the most effective policy, although both policies tackle different aspects of the dynamics induced by binding financial frictions. When simultaneously active, the policies induce a better smoothing of real variables.

6 Conclusion

In this paper we investigated the quantitative relevance of financial frictions in terms of inducing relevant non-linearities in the behavior of real economy variables. We made use of the method of Guerrieri and Iacoviello (2015b) for solving the model with a non-linearity arising from the presence of an occasionally binding credit constraint. We then showed how to estimate the model with likelihood-free methods. We further showed that the non-linear model is able to generate relevant asymmetries in the dynamics of output and investment that cannot be obtained with linear models. The results of the estimation were then used for performing counterfactual exercises with macroprudential policies in place. It is shown that the activation of these policy tools can indeed reduce business

---

\(^{20}\)In principle, one would aim at performing a welfare analysis to investigate the optimal value of \( \lambda_c \) and \( \lambda_s \), i.e. the two macroprudential parameters. However, an analysis of this sort cannot be performed in this context, as the model is still solved via a first-order approximation in each regime.
cycle fluctuations and that monetary policy with a macroprudential term is indeed more effective than the CCyB in tackling the financial cycle.

Further research could be in the future devoted to welfare analysis in a non-linear environment, aimed at identifying the optimal instruments among the many available and their optimal parameterization.
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A Rest of the model

A.1 Households

There is a continuum of measure one of identical households. In each household there is a fraction of bankers \( f \), while the other members of the household are workers. There is perfect consumption insurance between workers and bankers. A typical household has the utility function

\[
E_t \sum_{s=0}^{\infty} \beta^s e^{\gamma_c t + \phi_c t} \left\{ \log(c_{t+s} - \eta_{c_{t+s-1}}) - \frac{\chi}{1 + \zeta} \int_0^{1-f} h_{t+s}(i)^{1+\zeta} di \right\}
\]

(26)

where \( c_t \) is private consumption. The flow of consumption services is subject to habit formation, with degree \( \eta \in [0, 1) \), \( h_t(i) \) is the supply of labor of each worker in the household, \( \chi > 0 \) is a scale parameter, and \( \zeta \geq 0 \) governs the elasticity of labor supply. Finally, \( \phi_c \) is a preference shock that follows a zero-mean AR(1) process of the form

\[
\phi_{c_{t+1}} = \rho \phi_{c_t} + \sigma \epsilon_{c_{t+1}}, \quad \epsilon_{c_t} \sim N(0, 1).
\]

(27)

The household maximizes (26) subject to the sequence of real budget constraints

\[
(1 + \tau_c) c_t + d_t = (1 + r_{d,t-1}) d_{t-1} + (1 - \tau_c) \omega_i h_t + Div_t + T_t
\]

(28)

where \( \omega_i \) is the real wage rate paid to worker \( i \) and \( d_t \) denotes deposits paying the real interest rate \( r_{d,t} \). Taxes are levied on the household in the form of a lump sum tax \( T_t \) and of taxes on consumption (\( \tau_c \)) and on labor (\( \tau_w \)). Finally \( Div_t \) denotes net aggregate profits redistributed by retailers, intermediate good firms, capital producers, and bankers to the households. Let \( \lambda_t \) denote the Lagrange multiplier on constraint (28).

A.2 Intermediate Good Production

At the end of period \( t-1 \), a unit-mass continuum of intermediate good firms finances capital purchases to be used in the next period by issuing \( k_{t-1} \) which are bought by bankers at price \( p_{k,t-1} \). At the beginning of period \( t \) the quality of capital is revealed to the firms through the realization of an AR(1) shock \( \phi_{k_t} \), so that efficient capital is
$k_t = e^{\psi_t} k_{t-1}$. In period $t$, these CRS firms have access to the technology

$$y_t = A(v_t k_t)^\theta (e^{\psi_t} h_t)^{1-\theta},$$  \hspace{1cm} (29)$$

where $A$ is a scale factor, $h_t$ is the input of aggregate labor, $\bar{k}_t$ is the input of efficient capital (i.e. capital after the capital quality has been revealed), and $v_t$ is the capital utilization rate, entailing a cost $a(v_t)\bar{k}_t$ (measured in final good units). The utilization cost is such that in the deterministic steady state $a(v) = 0$. We therefore assume that

$$a(v_t) = a_0(v_t - 1) + \frac{a_1}{2} (v_t - 1)^2,$$  \hspace{1cm} (30)$$

Finally, $z_t$ is a permanent productivity shock. Technical progress is assumed to evolve according to the process

$$z_t = z_{t-1} + \varphi z_{t-1},$$  \hspace{1cm} (31)$$

$$\varphi_{z,t+1} = \rho_{\varphi} \varphi_{z,t} + \sigma_{\varphi} \epsilon_{z,t+1}, \quad \epsilon_{z,t} \sim N(0,1).$$  \hspace{1cm} (32)$$

Let $P_{m,t}$ be the price of the intermediate goods. Hence, profits obey

$$P_{m,t} A(v_t \bar{k}_t)^\theta (e^{\psi_t} h_t)^{1-\theta} - W_t h_t - a(v_t) P_t \bar{k}_t$$  \hspace{1cm} (33)$$

The FOC wrt $h_t$ and $v_t$ are

$$w_t = (1 - \theta) \frac{P_{m,t} y_t}{P_t} \frac{y_t}{h_t}$$  \hspace{1cm} (34)$$

$$a'(v_t) = \theta \frac{P_{m,t} y_t}{P_t} \frac{y_t}{v_t \bar{k}_t}$$  \hspace{1cm} (35)$$

Thus, the per-unit real cash flow accruing to effective capital $\bar{k}_t$ is

$$z_{h,t} = \theta \frac{P_{m,t} y_t}{P_t} \frac{y_t}{h_t} - a(v_t)$$  \hspace{1cm} (36)$$
In equilibrium, the return on capital obeys

\[ 1 + r_{k,t} = \frac{z_{k,t} + (1 - \delta) p_{k,t}}{p_{k,t-1}} e^{\phi_{k,t}}. \] (37)

This return is entirely rebated to banks to pay for the date \( t - 1 \) loan.

### A.3 Capital Producers

Capital producers buy back \( \tilde{k}_t \) units of old efficient capital units, add to these new capital units using the input of final output (subject to adjustment costs) and sell the new capital to firms at the relative price \( p_{k,t} \). Given that households own capital producers, the objective of a capital producer is to choose a contingent plan for \( i_t \) so as to maximize

\[ E_t \sum_{s=0}^{\infty} \beta^s \lambda_t \{ p_{k,t+s} [ \tilde{k}_{t+s} + i_{t+s} (1 - S (i_{t+s}/i_t)) e^{\phi_{i,t+s}}] - i_{t+s} - p_{k,t+s} \tilde{k}_{t+s} \}, \] (38)

where \( S (\cdot) \) is an adjustment cost function such that \( S(1) = S'(1) = 0 \). In the actual implementation of the model we will assume the following functional form for \( S = \frac{1}{2} \left( \frac{i_t}{i_{t-1}} - 1 \right)^2 \). The associated FOC on \( i_t \) is

\[ 1 = p_{k,t} \left( 1 - S \left( \frac{i_t}{i_{t-1}} \right) - S' \left( \frac{i_t}{i_{t-1}} \right) \frac{i_t}{i_{t-1}} \right) e^{\phi_{i,t}} + E_t \left[ \beta^s \lambda_t p_{k,t+s} S' \left( \frac{i_{t+s}}{i_t} \right) \left( \frac{i_{t+s}}{i_t} \right)^2 e^{\phi_{i,t+s}} \right]. \] (39)

Notice that the FOC on \( \tilde{k}_t \) implies that any value of \( \tilde{k}_t \) is consistent with profit maximization. It follows that \( \tilde{k}_t \) is pinned down by the equilibrium on the market for used capital, yielding \( \tilde{k}_t = (1 - \delta)e^{\phi_{k,t}}k_{t-1} \), so that

\[ k_t = (1 - \delta)e^{\phi_{k,t}}k_{t-1} + i_t \left( 1 - S \left( \frac{i_t}{i_{t-1}} \right) \right) e^{\phi_{i,t}}. \] (40)

### A.4 Retailers

Retailers simply repackage intermediate goods and sell it to the households. The final output composite writes

\[ y_n = \left[ \int_0^1 y_n(j) \frac{\phi(j)}{\phi(j)} dj \right] e^{\phi_{\lambda,t}} \] (41)
Retailers face nominal rigidities à la Calvo, thus assuming that only a fraction \(1 - \xi_p\) of them is allowed to adjust its resale price. If retailers cannot reoptimize, they update their prices according to the rule

\[
P_{t+1}(i) = (1 + \pi)^{1-\iota_p} (1 + \pi_t)^{\iota_p} P_t(i)
\]

(42)

Each retailer who is allowed to reoptimize chooses the price that maximizes the discounted value of profits until the price will remain fixed, subject to the demand constraint.

\[
\max_{P^*_t(j)} \mathbb{E}_t \sum_{s=0}^\infty (\beta \xi_p)^s \frac{\lambda \psi \omega}{M} \left[ \left( \frac{P^*_t(j)}{P_t} \right)^{1-\iota_p} - \left( \frac{P^*_t(j)}{P_t} \right) \right] \left[ (1 + \pi)^{1-\iota_p} (1 + \pi_{t+k-1})^{\iota_p} - P_{t+k} \right] y^*_{t+k}(j)
\]

(43)

\text{s.t. } y^*_{t+k}(j) = \left( \frac{P^*_t(j)}{P_t} \right)^{-\theta_p} y_t
\]

(44)

### A.5 Resource Constraint and Equilibrium

The aggregate resource constraint is

\[
e_t + g_t + a(n_l) e^{\phi_{\iota} k_{t-1}} = y_t.
\]

(45)
B  Sensitivity Analysis

<table>
<thead>
<tr>
<th>$\lambda_a$</th>
<th>0</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max CCyB</td>
<td>0</td>
<td>1.8%</td>
<td>2.6%</td>
<td>3.5%</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>2.29</td>
<td>2.27</td>
<td>2.26</td>
<td>2.25</td>
</tr>
<tr>
<td>Consumption</td>
<td>4.28</td>
<td>4.29</td>
<td>4.29</td>
<td>4.30</td>
</tr>
<tr>
<td>Investment</td>
<td>26.54</td>
<td>25.73</td>
<td>25.37</td>
<td>25.03</td>
</tr>
<tr>
<td>Skewness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>-0.330</td>
<td>-0.327</td>
<td>-0.326</td>
<td>-0.325</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.055</td>
<td>0.059</td>
<td>0.060</td>
<td>0.062</td>
</tr>
<tr>
<td>Investment</td>
<td>-1.28</td>
<td>-1.29</td>
<td>-1.30</td>
<td>-1.30</td>
</tr>
<tr>
<td>Crisis times (%)</td>
<td>10.79</td>
<td>10.73</td>
<td>10.70</td>
<td>10.66</td>
</tr>
<tr>
<td>Avg crisis length</td>
<td>3.26</td>
<td>3.26</td>
<td>3.26</td>
<td>3.31</td>
</tr>
</tbody>
</table>

Note: This table reports various features of the model under different values of $\lambda_a$. The features have been computed from a simulation of the model for 10000 periods under the same shocks. Variances are multiplied by 100. The length of a crisis period is in quarters. The row “max CCyB” reports the 99th quantile of the deviation between the capital ratio in the baseline scenario and in each scenario where the policy is active.

Table 7: Sensitivity of CCyB policy
<table>
<thead>
<tr>
<th>$\lambda_i$</th>
<th>0</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max rate</td>
<td>0</td>
<td>0.4%</td>
<td>2.2%</td>
<td>4.4%</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>2.29</td>
<td>2.21</td>
<td>2.21</td>
<td>2.80</td>
</tr>
<tr>
<td>Consumption</td>
<td>4.28</td>
<td>4.12</td>
<td>3.62</td>
<td>3.20</td>
</tr>
<tr>
<td>Investment</td>
<td>26.54</td>
<td>25.28</td>
<td>22.16</td>
<td>22.25</td>
</tr>
<tr>
<td>Skewness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>-0.33</td>
<td>-0.30</td>
<td>-0.19</td>
<td>-0.11</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
<td>-0.01</td>
</tr>
<tr>
<td>Investment</td>
<td>-1.28</td>
<td>-1.25</td>
<td>-1.07</td>
<td>-0.81</td>
</tr>
<tr>
<td>Crisis times (%)</td>
<td>10.79</td>
<td>10.77</td>
<td>10.51</td>
<td>9.92</td>
</tr>
<tr>
<td>Avg crisis length</td>
<td>3.26</td>
<td>3.34</td>
<td>3.32</td>
<td>3.34</td>
</tr>
</tbody>
</table>

Note: This table reports various features of the model under different values of $\lambda_i$. The features have been computed from a simulation of the model for 10000 periods under the same shocks. Variances are multiplied by 100. The length of a crisis period is in quarters. The raw “max rate” reports the maximum deviation observed in the simulation in the risk free interest rate ($R_d$), in annual terms, from the baseline scenario (no policy).

Table 8: Sensitivity of monetary policy
C Data Sources

- real per capita gdp, \( y \): Source: Istat, quarterly national accounts.

- real per capita consumption, \( c \): final consumption expenditure of households and non-profit institutions serving households. Source: Istat, quarterly national accounts.

- real per capita investment, \( i \): gross fixed capital formation. Source: Istat, quarterly national accounts.

- rate on deposits, \( R_d \): Banks: average yield on bonds - outstanding amounts. Source: Bank of Italy, Money and banking.

- rate on loans to firms, \( R_l \): Bank interest rates on euro loans to non-financial corporations: new business. Interest rate - loans other than bank overdrafts to non-financial corporations - new business. Source: Bank of Italy, Money and banking.

- rate on government debt, \( R_b \): Average gross yield-to-maturity on bonds in the sample of public-sector securities, subject to withholding tax listed on the Stock Exchange (Rendistato). Source: Bank of Italy, The financial market.

- inflation rate, \( \pi \): Harmonised Index of Consumer Prices. Source: ECB.
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