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Abstract

We introduce SRISK to measure the systemic risk contribution of a financial
firm. SRISK measures the capital shortfall of a firm conditional on a severe market
decline, and is a function of its size, leverage and risk. We use the measure to
study top US financial institutions in the recent financial crisis. SRISK delivers
useful rankings of systemic institutions at various stages of the crisis and identifies
Fannie Mae, Freddie Mac, Morgan Stanley, Bear Stearns and Lehman Brothers as
top contributors as early as 2005-Q1. Moreover, aggregate SRISK provides early
warning signals of distress in indicators of real activity.
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1 Introduction

One of the lessons learned from the 2007-2009 US financial crisis is that undercapital-
ization of large financial institutions can impose significant negative externalities on the
real economy. When the economy is in a downturn, the bankruptcy of a firm cannot be
absorbed by a stronger competitor. Obligations will spread throughout both the finan-
cial and real economy and the natural functions of the financial sector will be curtailed.
When the system is undercapitalized, it will no longer supply credit for ordinary everyday
business and the economy will suffer. Thus, a capital shortfall is dangerous for a firm and
its bondholders, but it is also dangerous for the whole economy if it occurs just when the
rest of the financial sector is undercapitalized.

A number of contributions that focus on the analysis of 2007-2009 financial crisis
have introduced theoretical models that formalize this intuition. Among others, |Acharya,
Pedersen, Philippon, and Richardson! (2010) develop a model in which the capital shortfall
experienced by a financial firm when the financial system is undercapitalized generates
negative externalities to the entire economy. In their framework, the vulnerability of the
financial system arises because firms do not take into account the negative externality
costs that they generate in a crisis. Firms that take excessive risk will face higher costs of
capital from market participants but will not be charged for the externalities they impose
on the real economy. The higher profit opportunities encourage others to also raise risk
limits. This creates the need for appropriate tools for supervisors to measure the degree
of undercapitalization a financial firm would experience, conditional on severe distress in
the entire system.

These considerations motivate us to introduce an empirical methodology to measure
the systemic risk contribution of financial firms. We introduce a measure called SRISK
defined as the expected capital shortfall of a financial entity conditional on a prolonged
market decline. SRISK is a function of the size of the firm, its degree of leverage, and its
expected equity loss conditional on the market decline, which we call Long Run Marginal

Expected Shortfall (LRMES). The measure can readily be computed using balance sheet



information and an appropriate LRMES estimator. SRISK is used to construct rankings of
systemically risky institutions: Firms with the highest SRISK are the largest contributors
to the undercapitalization of the financial system in times of distress. The sum of SRISK
across all firms is used as an measure of overall systemic risk in the entire financial system.
It can be thought of as the total amount of capital that the government would have to
provide to bail out the financial system in case of a crisis.

We apply the SRISK methodology to analyze the systemic risk contribution of top
US financial firms between January 2005 and December 2012, with a special focus on the
2007-2009 financial crisis. SRISK delivers useful rankings of systemically risky firms at
various stages of the financial crisis. In particular, the rankings identify Fannie Mae, Fred-
die Mac, Morgan Stanley, Bear Stearns and Lehman Brothers as top systemic contributors
as early as 2005-Q1. Aggregate SRISK tracks the evolution of the undercapitalization of
the financial system throughout the crisis. The measure shows that the capitalization of
the financial system began to erode in July 2007. Aggregate SRISK peaks following the
demise of Lehman Brothers in September 2008 and (to a much lesser extent) following
the worsening of the European sovereign debt crisis in June 2010 and October 2011. As
of December 2012, SRISK signals that the financial system has not entirely healed since
the beginning of the financial crisis. For an early report on SRISK see |[Acharya, Engle,
and Richardson| (2012).

We carry out a number of predictive evaluation exercises to assess the usefulness of
SRISK for real time systemic risk monitoring. Between 2007 and 2009 the US Federal
Reserve Bank carried out several programs to provide capital to those financial firms that
experienced a capital shortfall. A natural evaluation exercise for our methodology consists
of assessing whether pre—crisis SRISK predicts the capital injections carried out by the
Fed during the crisis. We address this question using the Bloomberg Loan Crisis Data
database, a dataset containing details of such operations recently analyzed in a number
of studies (as in Bayazitova and Shivdasani, 2012). Regression results show that SRISK
is a significant predictor of the capital injections. The finding is robust to the inclusion

of a number of controls including firm size and alternative capital shortfall indices.



The majority of systemic risk definitions proposed in the literature emphasize that
systemic risk has negative spillover effects on the real economy. To this extent, we inves-
tigate whether aggregate SRISK provides early warning signals of worsening macroeco-
nomic conditions. Specifically, we use predictive regressions of the future growth rates of
industrial production and the unemployment rate on the growth rate of aggregate SRISK
(analogously to [Allen, Bali, and Tang, [2012)). The forecasting horizon of the regressions
varies from one month to twelve months. Results show that an increase in SRISK pre-
dicts future declines in industrial production and increases in the unemployment rate, and
that the predictive ability of aggregate SRISK is stronger at longer horizons. Prediction
results are robust to the inclusion of a large set of alternative control predictors that
includes systematic risk (measured as the volatility of the market), the SRISK measure
computed for non—financial firms, an aggregate capital shortfall index computed from a
structural Merton—type default risk model, the default spread, the term spread, and an
index measuring the degree of activity of the US housing market.

A number of additional checks are carried out to assess the robustness and sensitivity
of our empirical evidence. First, we are concerned with determining the extent to which
SRISK measures a different dimension of risk that is not already captured by other in-
dices. To do so, we compare the SRISK rankings with those provided by a number of firm
characteristic and alternative risk measures. We find that the rank correlation between
SRISK and these alternatives is positive in the majority of the cases, though of modest
magnitude. Next, we investigate the sensitivity of SRISK to the choice of its tuning pa-
rameters. We find that the rankings are stable for reasonable ranges of their values. Last,
we address the choice of the LRMES estimator for SRISK. We argue that systemic risk
monitoring ought to be based on indices that are able to promptly adapt to rapidly chang-
ing market conditions. To this extent we investigate which LRMES estimator delivers an
aggregate SRISK measure that cannot be anticipated by an alternative aggregate SRISK
measure based on a different LRMES estimator. Results show that LRMES estimation
based on the standard GARCH-DCC time series model strikes a good balance between

prediction accuracy and model complexity.



This paper contributes to the literature on systemic risk measurement, and more pre-
cisely to the strand of the literature proposing market—based indices of systemic distress.
Bisias, Flood, Lo, and Valavanis| (2012)) and Sylvain, Colliard, Hurlin, and Pérignon| (2016])
contain recent surveys on this literature. The CoVaR of Adrian and Brunnermeier| (2011)
links the systemic risk contribution of a financial institution with the increase of the VaR
of the entire financial system which is associated with that financial entity being under
stress. |Allen et al| (2012) propose a system wide systemic risk index called CATFIN,
which associates systemic risk to the VaR of the financial system. |[Huang, Zhou, and
Zhul (2011)) measure systemic risk as the marginal contribution of a financial firm to the
distress insurance premium of the financial sector. A large number of contributions on
market—based systemic risk measurement associate this risk with the degree of interdepen-
dence among financial firms, as in [Hartmann, Straetmans, and de Vries (2006)). Research
in this strand of the literature includes, among others, the work of Billio, Getmansky,
Lo, and Pellizzon| (2012)), |Ang and Longstaff| (2013)), |Diebold and Yilmaz (2014) Hautsch,
Schaumburg, and Schienle] (2014), and [Zhang, Schwaab, and Lucas| (2014). The main
difference between our proposal and the majority of market based systemic risk indices, is
that SRISK merges market and balance sheet information in order to construct a market—
based measure of financial distress, which is the expected capital shortfall of a financial
firm conditional on a systemic event. SRISK does not just depend on equity volatility
and correlation (or other moments of the equity return distribution), but it also explicitly
depends on the size and the degree of leverage of a financial firm.

Our contribution is also related to that of Acharya et al| (2010) who also propose
a systemic risk measure, called Systemic Expected Shortfall (SES), which measures the
conditional capital shortfall of a financial firm. Their estimation approach however is
based on structural assumptions and requires observing a realization of the systemic crisis
for estimation, thus their methodology cannot be used for ex-ante measurement. Ignoring
the look ahead bias of SES, our empirical analysis shows that SRISK has significantly
higher predictive power than SES. This paper is also related to Acharya, Engle, and Pierret

(2014) who carry out a comparison between the capital shortfall estimates of systemic risk



institutions provided by SRISK and regulatory stress tests (based on supervisory data).
Their analysis shows that regulatory capital shortfalls measured relative to total assets
provide similar rankings to SRISK for US stress tests. On the other hand, rankings
are substantially different when the regulatory capital shortfalls are measured relative to
risk-weighted assets. Greater differences are observed in the European stress tests.

The rest of the paper is organized as follows. Section [2|introduces the SRISK method-
ology. Section |3|describes the panel of US financial firms analyzed in this work and details
the estimation of SRISK for this dataset. Section [4| presents the time series evolution and
cross—sectional rankings of SRISK. Section 5| contains the results of the predictive analysis
of SRISK. Section [f] carries out a number of additional robustness and sensitivity checks.

Concluding remarks follow in Section [7]

2 Systemic Risk Measurement

The objective of the SRISK methodology is to measure the capital shortfall a financial
firm is expected to experience conditional on a systemic event. The SRISK calculation is
analogous to the stress tests that are regularly applied to financial firms. However, here
it is done with publicly available information only, making the index widely applicable

and relatively inexpensive to implement.

2.1 Conditional Capital Shortfall

We are concerned with monitoring a financial system made up of N financial institutions.
The variable we introduce to measure the distress of a financial firm is its capital shortfall,
which is here taken as the capital reserves the firm needs to hold (because of regulation
and/or prudential management) minus the firm’s equity. Formally, we define the capital

shortfall of firm 7 on day t as

CSit = kA;t — Wy = E(Dyt + Wit) — Wiy,



where W, is the market value of equity, D;; is the book value of debt, A;; is the value
of quasi assets and k is the prudential capital fraction. In particular, in this work we set
the prudential capital fraction k to 8%. The capital shortfall can be thought of as the
negative of the working capital of the firm. When the capital shortfall is negative, i.e.,
the firm has a capital surplus, the firm functions properly. On the other hand, when this
quantity is positive the firm experiences distress.

We are concerned with predicting the capital shortfall of a financial entity in case of a
systemic event. Different definitions of systemic event can be adopted. Here we define it
as a market decline below a threshold C' over a time horizon h. The justification for this
choice comes from the model of |Acharya et al.| (2010)), where the capital shortfall of a firm
generates negative externalities if it occurs when the system is already in distress. Also,
in order to produce a meaningful stressed capital shortfall measure, we implicitly assume
that the systemic event corresponds to a sufficiently extreme scenario. We denote the
multi-period arithmetic market return between period t + 1 and ¢ + h as R, 414405 and
the systemic event as { Ry, 11.00n < C}. In this work we set the horizon h to one month
(that is 22 periods) and the threshold C' to —10%. We define SRISK as the expected

capital shortfall conditional on a systemic event

SRISK;; = Eu(CS;itn|Rmit1:4n < C)

= EE(Ditrn|Rmts144n < C) — (1 — k) Et(Wpn | R 1040 < C)

In order to compute this expectation we further assume that in the case of a systemic
event debt cannot be renegotiated, implying that E;(D;yyn|Rmir1.00n < C) = Dyy. Using

this assumption it follows that

SRISK;; = kD, — (1 —k)W;,(1 — LRMES;,) ,

= Wy, [kLVG;, + (1 — k) LRMES;, — 1] , (1)

where LVG;, denotes the quasi-leverage ratio (D;; + W;;)/W,;; and LRMES;, is Long Run



MES, the expectation of the firm equity multi—period arithmetic return conditional on

the systemic event, that is

LRMES;; = _Et(Rit+1:t+h|Rmt+1:t+h < C) )

where R;;i1.44pn is the multi-—period arithmetic firm equity return between period ¢ + 1
and t + h. Formula shows that SRISK is a function of the size of the firm, its degree
of leverage, and its expected equity devaluation conditional on a market decline. SRISK
is higher for firms that are larger, more leveraged and with higher sensitivity to market
declines. Note that, for simplicity, the dependence on the prudential ratio k, the threshold
C and the time horizon h is implicit in the SRISK notation

The SRISK measure of equation (1)) provides a point prediction of the level of capital
shortfall a financial entity would experience in case of a systemic event. It is also inter-

esting to define the 1 — « capital shortfall prediction interval conditional on the systemic

event as
(esittuCsiciili) 2)
where
CSnye = Wi [k VG, — (1 — k) F;_t}rl:t+h|t(q) - 1] ,

with Fjyy1.44n:(2) denoting the distribution function of the firm multi-period return con-
ditional on the systemic event.

We use the SRISK;; measure across all firms to construct a system wide measure of
financial distress. The total amount of systemic risk in the financial system is measured

as
N

SRISK, = > (SRISK,),

i=1
where (z), denotes max(x,0). Aggregate SRISK; can be thought of as the total amount
of capital that the government would have to provide to bail out the financial system
conditional on the systemic event. Notice that in the computation of aggregate SRISK

we ignore the contribution of negative capital shortfalls (that is capital surpluses). In a



crisis it is unlikely that surplus capital will be easily mobilized through mergers or loans.
Thus, it will not necessarily be available to support failing firms.
Rather than reporting the SRISK measure it is often more insightful to report its

percentage version. We define the percentage SRISK measure as

SRISK;,

SRISK%; = SRISK,

if SRISK;; >0,
and zero otherwise. SRISK% can be interpreted as a systemic risk share.

2.2 Long Run Marginal Expected Shortfall

The computation of SRISK requires specifying a model for the market and firm returns
that can be used to obtain estimators of the LRMES. A number of different specifications
and estimation techniques can be used to obtain this prediction. In this work we construct
LRMES predictions using a GARCH-DCC model (Engle, 2002, 2009). The GARCH-DCC
methodology is widely used in financial time series analysis as this class of models is able
to capture well the stylized facts of the data.

Let the logarithmic returns of the firm and the market be denoted respectively as
ri¢ = log(1+ R;;) and r,,; = log(1+ R,,¢). We assume that conditional on the information
set F;_1 available at time ¢ — 1, the return pair has an (unspecified) distribution D with

zero mean and time varying covariance,

2
Tit Ot Pit0itOmt

Fio1~D 0,
2

Tmt PitTitOmt Omt

This approach requires specifying equations for the evolution of the time varying volatil-
ities and correlation. We opt for the GJR-GARCH volatility model and the standard
DCC correlation model (Glosten, Jagananthan, and Runkle, [1993; Rabemananjara and

Zakoian|, 1993; Engle, 2002). The GJR-GARCH model equations for the volatility dy-



namics are

2 2 2 - 2
o5y = wvitavirty g T Wil T Bvioi,

_ 2 2 — 2
Ot = Wt Vm T 1 T Wm Tt i1 + Bvm 01

with I;, = 1 if {r;y < 0} and I,,, = 1 if {r,; < 0}. The DCC specification models

correlation through the volatility adjusted returns €;; = r;4/0;¢ and €,,1 = Tt /Oy

€it 1 pi . _ ) _
Cor =R, = = diag(Qi:) V2 Qi diag(Qi+) 12,

€mt pir 1

where ();; is the so—called pseudo correlation matrix. The DCC model then specifies the

dynamics of the pseudo—correlation matrix @);; as

!/

Qit = (1 — aci — o) Si + aci e R Bei Qit-1,
Emit-1 Emit—1
where 5; is the unconditional correlation matrix of the firm and market adjusted returns.
The model is typically estimated by a two step QML estimation procedure. More extensive
details on this modeling approach and estimation are provided in Engle (2009). In what
follows we refer to this specification as GARCH-DCC for short.

LRMES is in general not available in closed form for this class of dynamic models.
However, it is straightforward to implement a simulation based procedure to obtain exact
LRMES predictions. The procedure consists of simulating a random sample of size S of
h—period firm and market arithmetic returns conditional on the information set available
on day t

th-ﬁ-l:t—i—h
R iivan
These are computed by simulating a path of logarithmic returns of length A conditional

on the information set on day ¢, computing the cumulative logarithmic return (which is
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the sum of the path) and then converting this into the arithmetic h—period return (by
exponentiating and subtracting one). The LRMES for day ¢ is then calculated using the

Monte Carlo average of the simulated arithmetic h—period returns,

S S S
e Bl AR 1 < €}
S s :
25:1 ]{Rm t+1:t4+h < O}

LRMES®" = (3)

A detailed description of the simulation algorithm is provided in the Appendix. An ap-
pealing feature of the simulation based procedure is that it also allows us to compute the
capital shortfall prediction intervals of formula ([2)) using the quantiles of the simulated
returns. Notice that in the algorithm the innovations are simulated by resampling the
standardized residuals of the GARCH-DCC rather than relying on parametric assump-
tions. We point out that recently |Duan and Zhang| (2015) have introduced an efficient
algorithm for the computation of LRMES based on bridge-sampling.

For comparison purposes, in the empirical application we also consider two alternative
approaches to construct LRMES forecasts. The first one is based on a static bivariate
normal model and the second on a dynamic bivariate copula model.

In the static bivariate normal framework, the firm and market logarithmic returns
are assumed to be iid from a bivariate normal distribution with zero mean. The market
volatility, firm volatility and correlation parameters are denoted respectively as o,,, o;

and p. In this setting, LRMES can be simply approximated by

LRMES?* = _\/ﬁﬂz E(rmis1|mmen <c), (4)
where [; = p; ;m and
o(c/om
E(rpmii|rmeq <c¢) = _Um% ;

with ¢(-) and ®(-) denoting respectively the density and distribution of a standard normal,
and ¢ = log(1 4+ C')/vh. Reading from right to left, LRMES is the product of the one-
period market expected shortfall (defined using logarithmic returns), market beta and

the square root of the forecast horizon. Importantly, note that even with a static model
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and normal shocks LRMES is an increasing function of market volatility. We note that
formula has a negative approximation error and should be used for short horizon
prediction only]f]

Finally, we also consider a more sophisticated nonlinear dynamic specification that
models the nonlinear tail dependence of firm and market logarithmic returns using copulas.
Different dynamic copula specifications have been proposed in the literature. In this work
we resort to the dynamic bivariate copula model of Patton| (2006)). This class of models
is appealing in that it focuses directly on modeling the joint tail dependence of the firm

and market returns. We provide details of this alternative specification in the Appendix.

2.3 Discussion

A number of remarks on the SRISK methodology we propose are in order.

SRISK is a forward looking, market-based measure of a firm’s net worth incorpo-
rating the distribution of future assets conditional on a systemic event. An important
characteristic of our measurement approach is that it merges together balance sheet and
market information to estimate the conditional capital shortfall of a firm. The capital
shortfall could be measured using solely the accounting value of assets and liabilities. On
the other hand, the market value of the equity of the firm provides a market estimate
of the future value of the firm, which may differ from the accounting value because the
assets or liabilities are evaluated differently from the accounting figures, and also because
the market value is forward looking and may take into account factors that have yet to
occur. Naturally enough, the conditional capital shortfall measure proposed in this work
makes a number of simplifying assumptions in order to deliver a measure that can be
easily computed in practice. Among the possible extensions of the baseline model, one

could think of using different values of the prudential capital ratio k for different types of

'In the static bivariate normal case, the exact closed form expression for LRMES is
P (Blog(lJrC)*hﬁ%?n,)
VhBom,

1 1 Blog(1+C)
4 gorf (250200

h
LRMESS?* = —exp {2(520; +(1- pz)af)}
where erf(+) is the error function.
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institutions and/or types of assets. Also, one limitation of the measure that one has to
bear in mind is that it does not employ off-balance sheet information, and to this extent
it might not appropriately capture the true asset structure of a firm.

The value of the prudential capital ratio k£ that we use is based on the capital ratio
maintained by well managed large financial institutions in normal times. For instance, a
rough back of the envelope calculation shows that from summer 2009 to spring 2011 the
prudential capital ratio used by Wells Fargo averaged around 10% while JPM was closer
to 7%. In this work we use 8% for our analysis and show later in the robustness checks
section that ranking results are substantially stable in a reasonable range of values of k.
We acknowledge that there is a current debate on the optimal capital ratio and that in
particular |Admati and Hellwig (2013) argue that the ratio should be much higher. Our
results do not inform this debate except to show the consequences for capital shortfall.

As far as the choice of the systemic event parameters h and C' is concerned, we em-
phasize that the systemic event used for the SRISK calculation should entail a sufficiently
long horizon h and extreme threshold loss C'. Otherwise, when the horizon is short and
the threshold is modest, the role of risk is dramatically reduced and SRISK reflects the
current capital shortfall of an institution rather than the stressed conditional capital short-
fall. In this work we set the horizon h to a month in order to compare more naturally our
methodology with other monthly frequency indicators of distress. On the other hand, the
empirical implementation of SRISK for systemic risk monitoring can be based on different
choices of these parameters and, in particular, it can be based on a longer horizon.

SRISK assumes the triggering systemic event of the financial crisis is a prolonged
market decline. It is natural to associate the fragility of the financial system with the
conditional capital shortfall that the industry would suffer in times of distress. Because
of the extensive use of leverage made in the financial sector, this industry is particularly
vulnerable to downward market movements. De Bandt and Hartmann (2002) report
that many banking crises have occurred in conjunction with aggregate shocks or cyclical
downturns. We do not make any assumptions about the direction of causality. Our

calculation is on the expected value of one endogenous variable conditioned on the value of
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another. The most common interpretation is that if the financial sector is undercapitalized
and cannot survive a substantial downturn in the economy, this can in and of itself
precipitate such a down turn. The macrofinance underpinnings of this process are topics
of current research but include the negative impacts of asset sales and other forms of
delevering and the failure to supply sufficient capital to the real economy. See for example,
Bernanke and Gertler| (1989) and Kiyotaki and Moore (1997)).

Our notion of systemic risk assumes that the capital shortfall of the financial system
has spillover effects on the real economy. Generally speaking, most systemic risk defi-
nitions typically assume the existence of these types of linkages. Empirically, Hoggarth,
Reis, and Saporta, (2002) find that output losses incurred during banking crisis periods are
large. |Jorda, Schularick, and Taylor| (2013) analyse nearly 200 recession episodes over a
long historical span and across different countries, and document that a stronger increase
in financial leverage before a recession leads to deeper subsequent downturn in the econ-
omy. One of the main channels through which a capital shortfall in the financial sector
spills over to the real economy is lending. If the financial system is capital constrained,
the availability of credit will dry up. This will adversely constrain businesses and will
end up negatively affecting output and unemployment. [Ivashina and Scharfstein| (2010))
document evidence of a substantial reduction in lending activity during the 2007-2009
financial crisis that originated from the supply side.

Our methodology is close in spirit to the classic Merton type structural approach that
is at the core of credit risk models such as Moody’s KMV. The key difference between
that approach and ours is that we are concerned with measuring the distress a financial
institution is going to suffer conditional on a systemic event which affects the entire
system. On the other hand, systemic risk indices proposed on the basis of Merton—type
models like |Lehar| (2005)) focus on measuring the capital shortfall in case of a firm default.
In our view the default of a single financial institution, if it occurs under usual market
conditions, should in principal be absorbed by the system and does not lead necessarily
to systemic threats.

The systemic risk measurement methodology put forward in this paper differs from

14



a number of contributions in the literature. Since the work of, among others, [Hartmann
et al.| (2006), market—based measurement approaches often associate systemic risk with
the probability of joint distress of a large proportion of firms in the financial system.
On the other hand, in this work we emphasize that systemic risk is determined by the
capital shortfall generated by distressed institutions conditional on a systemic event. Our
framework takes into account joint dependence among firms, as well as their size and
the degree of leverage. Thus our framework is able to detect if a small number of large
financial institutions pose systemic threats to the entire system.

The measurement approach proposed to compute conditional capital shortfalls is gen-
eral and can be applied to other types of firms. However, non—financial firms are not
expected to be as highly leveraged and vulnerable as financial firms. Moreover, it is less
clear through which channels the capital shortfall of a non—financial firm would negatively
affect the whole economy. In the prediction section of the paper we investigate this ques-
tion empirically by comparing (financial) SRISK with a version of the SRISK computed

using only non—financial firms.

3 Data and Capital Shortfall Estimation

Our empirical analysis focuses on a panel of large US financial firms. The panel contains
all US financial firms with a market capitalization greater than 5 bln USD as of the end of
June 2007. The panel spans from January 3, 2000 to December 31, 2012 and is unbalanced
in that not all companies have been trading continuously during the sample period. We
obtain daily logarithmic returns and market capitalization from CRSP, and quarterly
book value of equity and debt from COMPUSTAT. SIC codes are used to divide firms
into 4 subindustry groups: Depositories (such as Bank of America and JP Morgan Chase),
Broker-Dealers (Bear Stearns and Lehman Brothers), Insurance (AIG) and Others (non
depository institutions, real estate, like Freddie Mac and Fannie Mae). We make one
exception to this rule for Goldman Sachs (GS). This firm should have been classified as

Others on the basis of the SIC but instead we include it with Brokers-Dealers. The full
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list of tickers and company names grouped by subindustry is reported in table The

daily CRSP market value weighted index return is used as the market index return.

[INSERT TABLE [I| ABOUT HERE]

3.1 SRISK Computation

We compute SRISK each month for all firms in the panel from January 2003 to December
2012. SRISK is computed at the end of each month using all data available as of that date,
therefore all our subsequent results have no look ahead bias. The computation of LRMES
requires us to estimate the GARCH-DCC model for each firm in the panel. We estimate
the specification by quasi maximum likelihood using a recursive estimation scheme, that
is, using all available information starting from January 3, 2000 up to the end of each
month. We show selected quantiles of the parameter estimates of the GJR-GARCH and
DCC models for each industry group over the full sample in table 2l The dynamics of
the firms in the panel do not have a strong degree of heterogeneity. The GJR-GARCH
parameters do not fluctuate much, with the exception of the intercept which is on average
higher for Broker-Dealers and Others. The range of the asymmetric coefficient reaches
more extreme values for Broker-Dealers, signaling higher sensitivity to large volatility
increases in case of a drop of the stock. Over all, the point estimates are in line with
the typical GJR-GARCH estimates, with slightly higher a’s and +’s together with lower
B’s implying a higher level of unconditional kurtosis. Turning to the DCC, parameters
are again close to the typical set of estimates and, intercept aside, parameters are similar
across groups. Broker-Dealers have the highest level of unconditional correlation, followed

by Others, Insurance and Depositories.

[INSERT TABLE [2f ABOUT HERE]

3.2 Alternative Capital Shortfall Measures

In the empirical analysis we compare SRISK with a set of alternative capital shortfall

measures. We provide here details on these alternative indices and their computation.
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Similarly to SRISK, these alternative measures are computed once a month for each firm
in the panel from January 2003 to December 2012.

Acharya et al. (2010) propose a measure of systemic risk for ranking systemically risky
firms called Systemic Expected Shortfall (SES). Like SRISK, SES measures the expected
capital shortfall of an individual firm conditional on a substantial reduction of the capital-
ization of the system. The index is estimated from the data using a structural estimation
approach. Under appropriate assumptions, SES is expressed as a linear combination of
one—day ahead MES and Leverage. The coefficients of the linear combination are then
obtained by regressing one-day ahead MES and Leverage on the equity arithmetic return
of each financial institution observed during the crisis. The fitted values of this regres-
sion are used to compute realized SES, which can then be used for ranking purposes. In
their work, one-day ahead MES is estimated as the sample average of the firm’s equity
arithmetic returns on the days in which the market return is lower than its 5% quantile.
In order to account for time—variation, the average is computed using a rolling window
estimation scheme. Naturally enough, it is unclear how SES can be estimated in real
time, as it requires observing a systemic crisis to infer the level of systemic risk of an
institution. In what follows we produce SES estimates using the latest figures of one—step
ahead MES and Leverage available and the SES coefficients based on the estimation re-
sults carried out in |Acharya et al|(2010). One-day ahead MES is computed on the basis
of a GARCH-DCC model.

Lehar| (2005) makes an important contribution to the systemic risk literature by
proposing to use a standard Merton—type default model to monitor the financial sys-
tem (see also |Gray, Merton, and Bodie, 2007). Among other quantities, he introduces the
capital Expected Shortfall (ES) which is defined as the amount of debt that cannot be
covered by the assets in case of default. Moreover, he proposes the total sum of Expected
Shortfalls, which we label here as TES, as an index of overall distress. We construct
the ES and TES following closely the steps outlined in [Lehar (2005) and using methods
developed in |Duan| (1994) to carry out inference on the Merton model. We make one

exception to his procedure only, which consists of estimating the shortfalls using daily
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data rather than monthly using a two year rolling window.

In this work we emphasize that SRISK measures the systemic risk associated with the
capital shortfall of the financial system. It is natural to ask whether SRISK may capture
distress irrespective of which category of firms it is constructed from. To this extent,
we construct a non—financial SRISK measure and we compare it to (financial) SRISK.
We build the measure using all US non-financial firms (SIC code larger than 5999 and
smaller than 7000) with a market capitalization larger than 5 bln USD as of the end of
June 2007. Non—financial SRISK is then constructed using the same steps used for the
computation of (financial) SRISK, and in particular we use the same values of the k, H

and C' parameters.

4 The Time—Series and Cross—Section of SRISK

In this section we describe the time series evolution and the cross—sectional composition
of SRISK. In figure [I| we display aggregate SRISK layered by financial industry group
from January 2005 to December 2012/ while in table [3| we report the SRISK% rankings
of the most systemically risky financial institutions at the end of the first quarter of each
year during the same period.

From January 2005 to July 2007 the total conditional capital shortfall is estimated
to be close to 100 bln USD. Most of the shortage originates from the Broker-Dealers
and Others sectors. This is mostly determined by the fact that these groups contained
institutions with high levels of leverage and market beta. The main contributors in the
Others group are Freddie Mac and Fannie Mae, which combined account for more than the
40% of aggregate SRISK. In the Broker-Dealers group the top contributors are Morgan
Stanley, Bear Stearns and Lehman Brothers. It is important to stress that these five
firms, which in different ways have all played important roles in the financial crisis, are
identified as highly systemic as early as 2005-Q1.

In July 2007, SRISK begins to increase as the implications of the subprime crisis

2To see results for recent periods, please see the online source http://vlab.stern.nyu.edu.
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become progressively more apparent. The increase is rather steady with SRISK qua-
drupling in approximately six months. As SRISK grows its composition also begins to
change. With the widening of the crisis, Depositories and Insurance become progressively
more relevant systemic risk contributors. Large commercial banks, like Citigroup, Bank
of America and JP Morgan, start rising up in the top ten with large shares of SRISK.

In September 2008 the crisis accelerates dramatically with the demise of Lehman
Brothers and SRISK peaks at approximately 800 bln USD. The top SRISK contributors
are now Depositories and Insurance. For instance, in 2009-Q1 the SRISK top five is made
up of Citigroup, Bank of America, JP Morgan, Wells Fargo and AIG. Moreover, many
past top systemic risk contributors disappear from the rankings as they have ceased to
exist or have been nationalized. In March 2008 Bear Stearns is acquired by JP Morgan,
while in September 2008 Lehman Brothers files for bankruptcy and Freddie Mac and
Fannie Mae are placed under conservatorship.

In March 2009 the financial system capitalization starts to heal, and Aggregate SRISK
decreases as the market begins to rally. However, after an initial marked improvement,
the recovery is sluggish. The slow recovery is also a consequence of the distress gener-
ated by the European sovereign debt crisis, which has strong spillover effects in the US,
starting from the spring of 2010 and the summer of 2011. The SRISK rankings in this
phase continue to be dominated by large Depositories without substantial changes in the
composition of the top ten.

In December 2012 the capitalization of the financial system still looks substantially
weaker than in the mid-2000’s, and Bank of America and Citigroup account together for

approximately 40% of the conditional capital shortfall of the US financial system.
[INSERT FIGURE [1] AND TABLE [3 ABOUT HERE]

In order to give insights on the SRISK evolution of individual financial firms, in figure
we display the SRISK time series of Citigroup, AIG, Goldman-Sachs and Freddie Mac.
The figure documents the shift in the systemic risk composition from Broker—Dealers

and Others to Depositories and Insurance. Before July 2007 Goldman-Sachs and Freddie
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Mac have large capital shortfalls while Citigroup and AIG are appropriately capitalized.
After July 2007 conditional capital shortfalls begin to rise steadily; Citigroup and AIG
become two of the most influential SRISK contributors, while Goldman-Sachs becomes a

secondary contributor and Freddie Mac disappears.

[INSERT FIGURE [2l ABOUT HERE]

We compute the Herfindahl index associated with the SRISK% shares to measure the
degree of systemic risk concentration in the system. We construct the index for each
month between January 2005 and December 2012. Inspection of the series (not reported
in the paper) conveys that SRISK is highly concentrated among a relatively small number
of financial firms. For the majority of the sample period in fact the index is above 0.10,

the value the index would take if the top ten firms each held one tenth of the total SRISK.

5 Predictive Power of SRISK

5.1 SRISK as a Predictor of Fed Capital Injections

The regulatory framework developed in the aftermath of the financial crisis puts special
emphasis on identifying Systemically Important Financial Institutions (SIFIs) that can
pose threats to the entire economy. In this work we identify such institutions as those
firms which experience large capital shortfalls during times of severe market distress.
From a regulatory perspective this can be justified on the grounds that the firms with the
largest capital shortfalls are those that will require the largest capital injections in case
the supervisor decides to intervene to bail out the financial system following a systemic
event.

These considerations suggest that a natural evaluation of our methodology consists
of assessing if firm specific SRISK predicts the realized Fed capital injections performed
during the crisis to rescue the financial system. In fact, between 2007 and 2009 the Federal
Reserve carried out several recapitalization programs, the most notable and extensive one

being the Troubled Asset Relief Program (TARP).
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We carry out this analysis using the Bloomberg Loan Crisis Data, a Bloomberg com-
piled dataset containing records of all financial firms that received capital injections from
the Fed during the crisis. This dataset has recently been analyzed in Bayazitova and
Shivdasani (2012), which provides a detailed assessment of the programs. Their study
shows that government and firm incentives played a crucial role in the way the programs
were implemented, and that the Fed injections are a useful, yet imperfect, proxy of the
actual capital needs of the firms during the crisis.

We use a Tobit regression model to assess the significance of SRISK as a predictor of
the Fed injections. Let CI7 denote the capital injection received by institution ¢ during

the crisis. We assume that the equation that determines the capital needs of firm i is

log CIf = o + alog(1 + (SRISK;) ) +~'; + € , (5)

where x; is a vector of control explanatory variables and ¢; is a Gaussian random error
term assumed to be uncorrelated with the regressors. We assume that the capital injec-
tion is carried out only if the amount to be injected is positive. This implies that the

econometrician observes a censored version of log ClI? defined as

log Cli log CI* > 0
log Cl; = & & . (6)

0 otherwise
The model described in equations [5] and [6] is a standard Tobit regression model that can
be consistently estimated by maximum likelihood. We measure the Fed capital injection
as the maximum level of firm borrowing after March 2008. Out of the 95 financial entities
in our sample only 40 accessed the Fed programs after this date. Accordingly, predictor
variables are computed using the latest data available before the end of March 2008. The
set of control variables we consider are: sub—industry group dummies; firm total assets,
measured in logs; firm volatility, which is obtained from a GARCH model; firm equity
fall from July 2007 relative to total assets; SES and ES. We compute the equity fall

starting from July 2007 as this date corresponds approximately to the peak in the equity
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valuations of the financial institutions in the panel.

Table ] reports the estimation results of the Tobit model under different sets of restric-
tions. The table reports parameter estimates as well as the pseudo R? of the regression.
The baseline Tobit model, which only includes industry fixed effects, log assets, volatil-
ity and equity fall explains 18.2% of the variation of the capital injections. Augmenting
the baseline model with SRISK increases the pseudo R? to 21.5% and delivers a signif-
icant positive estimate of the SRISK “elasticity”, equal to 0.59. Using an alternative
conditional capital shortfall measure like SES or ES delivers analogous results; however,
the improvement in terms of pseudo R? over the baseline is smaller. When SRISK, SES
and ES are included simultaneously in the Tobit regression, SRISK turns out to be the
predictor with the strongest significance. Overall results convey that SRISK improves

predicting the Fed capital injections observed during the crisis.

[INSERT TABLE |4l ABOUT HERE]

5.2 Aggregate SRISK as a Predictor of Macroeconomic Distress

The majority of systemic risk definitions proposed in the literature emphasize that an
increase in systemic risk can have negative spillover effects on the real economy. Building
upon this notion, in this section we use predictive regressions to show that aggregate
SRISK provides early warning signals of distress in indicators of real activity. Particular
attention is devoted to show that the predictive ability of SRISK is significant after
controlling for other indices of financial distress, inter alia, market volatility.

A number of recent studies have attempted to shed light on this issue, among others
Allen et al.| (2012)), |Giglio, Kelly, and Pruitt| (2015)) and Brownlees, Chabot, Ghysels, and
Kurz| (2016). In particular, the work of (Giglio et al.| (2015) reports that many systemic
risk indicators proposed in the literature lack of predictive power for downside macroeco-
nomic risk. Let us note that |Giglio et al.| (2015)) include one-step ahead MES (based on
the methodology proposed in this work) as one of the candidate systemic risk measures

but do not consider SRISK. In our view, MES should not be interpreted as a systemic
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risk measure and it has different time series properties in comparison to SRISKE] More
generally, we believe that the findings of their paper should be interpreted with caution.
In the main empirical exercise of their paper, the authors analyse the predictive power of
systemic risk measures in the US using a long historical sample that spans 1946 to 2011.
This sample however contains only a few financial crises (1989-1991 Savings and Loan
Crisis, 1998 LTCM Crisis and the 20072009 Great Financial Crisis). It is not surprising
to find that systemic risk measures have limited predictive ability for macro downside
risk in a sample in which few systemic crises only have occurred. In fact, Hubrich and
Tetlow (2015)), for example, provide empirical evidence that the linkages between financial
frictions and the macroeconomy become relevant when the financial system is distressed
and not operating normally.

Here we focus on assessing if an increase in SRISK predicts future declines in industrial
production and the unemployment rate. To this extent we employ an h-step ahead

predictive regression using monthly frequency data whose general form is given by

p p
Yitn = Qo + Z Q; Yp—ip1 Z Bi Alog SRISK; ;11 + 8'x; + uy (7)

i=1 i=1

where v, denotes either the A-step ahead monthly log change in industrial production or
the h—step ahead monthly change in the unemployment rate, Alog SRISK; is the monthly
growth rate of aggregate SRISK, x; is a vector of control predictor variables, and u; is
a random error term assumed to be uncorrelated with the predictors. The set of control
variables contains the S&P500 return; the default spread change, defined as the change in
the difference of BAA and AAA rated corporate bonds; the term spread change, defined
as the change in the difference of the ten year T-bond and one month T-bill yields; and the
percentage change in the number of new housing units started in the US. The regression
measures the change in economic conditions based on the change in the predictors A
months before. By focusing on changes, the regression examines how new information

can be used to predict changes in outcomes. The regression is run for different values of

3The working paper version of the same paper erroneously labelled one-step ahead MES as SRISK,
which has created some confusion in the literature.
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the predictive horizon h ranging from one month to twelve months ahead. The number of
lags p in the equation is set to three (a quarter). Parameters are estimated by least squares

using data from January 2003 to December 2012, and standard errors are computed using

the Newey-West HAC estimator[]
[INSERT TABLE 5| ABOUT HERE]

Table [5| contains detailed results for a subset of the predictive regressions using indus-
trial production as the dependent variable. The table reports the estimated coefficients
of equation together with robust standard errors and adjusted R? statistics for all
forecasting horizons from one month to twelve months ahead. The table also reports the
increment of the (standard) R? due to the inclusion of the lagged values of SRISK. The
estimation results show that SRISK is negative and significant for the vast majority of
forecasting horizons. SRISK is also the main predictor which contributes to long hori-
zon predictability, as lagged values of industrial production and the control predictors
have significant estimates at short and medium horizons only. Overall, the estimation
results convey that an increase in aggregate SRISK predicts a drop in future industrial
production, which, judging from the increment of the R? statistic, has an economically

meaningful magnitude.
[INSERT TABLE [ ABOUT HERE]

We summarise the overall evidence of the predictive regression exercise in row (a) of
table[6] The left panel of the table shows results for industrial production while the right
panel shows results for the unemployment rate. The table reports the F—tests for the
joint significance of the SRISK coefficients as well as the F—tests for the joint significance
of the lagged values of the dependent variable coefficients across multiple horizons (1 to

3 months, 4 to 6 months, 7 to 9 months and 10 to 12 months)ﬂ The table also reports

4We set the number of lags in the Newey—West HAC formula equal to the optimal bandwidth formula
provided in [Newey and West| (1987) plus the length of the horizon h of the predictive regression.

5The joint F—test across multiple horizons is carried out by stacking the predictive regressions in a SUR
system. Parameter estimates are obtained by Least Squares and robust standard errors are computed
using the Newey—West HAC estimator with bandwidth equal to the optimal bandwidth formula provided
in Newey and West| (1987)) plus the length of the maximum horizon h of the predictive regressions.
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the average adjusted R? of the predictive regressions across the same horizons. Column
(1) presents results based on the predictive regression model without control predictors
while column (2) presents the results with controls.

Interestingly, the overall empirical evidence provided by the two macro variables is
analogous. The lagged growth rate of SRISK is generally significant and it contributes
to improve forecasting ability, especially at longer horizons. After controlling for a larger
number of control predictors, the short term significance of the SRISK coefficients becomes
weaker; however, the long horizon significance of SRISK is unaffected. Lagged values of
the dependent variables are significant at short horizons; but as the horizon increases
predictability diminishes.

A number of robustness checks are carried out to further investigate the significance of
the results. First, this paper associates systemic risk with the conditional capital shortfall
of the financial system. To this extent, we investigate whether SRISK computed using
non—financial firms shares similar properties. This allow us to assess if the forecasting
ability of SRISK is driven by financial firms’ “specialness” or if the measure captures
distress irrespective of which category of firms it is applied to. Second, we investigate
the relation between systemic and systematic risk. Here we measure systematic risk
with the volatility of the market, as it is estimated by the VIX. As indices of systemic
and systematic risk (such as volatility) are typically correlated, it is natural to ask if
the predictive significance disappears after including a market volatility proxy. Last,
we compare SRISK with an alternative measure of the aggregate capital shortfall in the
system, that is TES. This also allows us to assess what is the role of the conditioning event
from a predictive perspective. Figure |3 shows the time series plot of the SRISK, non—
financial SRISK, VIX and TES from January 2005 to December 2012. The correlation of
the SRISK growth rates with the growth rates of non—financial SRISK, VIX and TES are
0.40, 0.33 and 0.24, respectively.

[INSERT FIGURE (3 ABOUT HERE]
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We consider an augmented version of the predictive regression of equation (7))

P p p
Yirn = Qg + Z Q; Yr—ir1 + Z Bi Alog SRISK; ;11 + Z Vi zt—iv1 + 0@ + uy (8)

=1 =1 =1

where z; denotes the growth rate of either non—financial SRISK, the VIX or TES. The
model is estimated using the same steps outlined previously.

We report summary results obtained from the predictive model of equation using
non-financial SRISK, VIX and TES in, respectively, row (b), (c) and (d) of table [6
The left panel of the table reports results for industrial production and the right panel
those for the unemployment rate. Each row of the table reports the F-tests for the joint
significance of the (financial) SRISK coefficients and the F—tests for the joint significance
of the additional predictor coefficients across multiple horizons (1 to 3 months, 4 to 6
months, 7 to 9 months and 10 to 12 months). The table also reports the average adjusted
R? of the predictive regressions across the same horizons. Columns (1) and (2) show the
estimation results respectively with and without controls.

Non-financial SRISK is strongly significant at short horizons for industrial production
and has some weak significance for the unemployment rate when considering the regres-
sion model without control predictors. When considering the augmented specification
with controls, most of its significance is substantially weakened. On the other hand, (fi-
nancial) SRISK is significant and the inclusion of non—financial SRISK does not affect its
long horizon predictive ability. As far as the VIX is concerned, the results show that this
indicator is strongly significant at short horizons for industrial production and medium
horizons for the unemployment rate when considering the regression model without con-
trols. However, most of its significance disappears and does not have a clear pattern once
considering controls. SRISK on the other hand is still significant at long horizons even
in this case. Finally, TES is significant across almost all horizons when considering the
regression model without control predictors. Interestingly, after controls are included,
most of its significance is still retained. Again, SRISK is still significant at long horizons

and its significance is robust to the inclusion of this indicator as well. It is important to
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emphasize that the inclusion of the alternative predictors does not contribute much to

increasing the adjusted R? of the predictive regressions, especially at longer horizons.

6 Additional Robustness Checks

6.1 SRISK Rankings Comparison

In this section we compare the SRISK rankings with the ones obtained from a set of
firm characteristic and alternative risk measures. The objective here is to assess how
similar SRISK rankings are to the ones provided by these alternative indices. The firm
characteristics we consider are assets, defined as the book value of assets; equity, defined as
the market value of equity; debt, defined as the book value of debt; and leverage, defined
as the ratio of the book value of debt to the market value of equity. The set of risk
measures are SES; ES; LRMES, computed using formula on the basis of a GARCH—-
DCC model and taken in absolute value; and volatility, measured as the conditional
standard deviation of firm returns estimated with a GJR-GARCH model. On each of the
ranking dates of table 3|, we compute Spearman’s correlation between the SRISK rankings
and the rankings provided by the other indices. The indices are computed using the latest
data available as of each date. Table [7| reports the results of the comparison. In general,
Spearman’s correlation between SRISK and the other indices is often significantly positive
but it never exceeds 0.40. The indices that have highest rank correlation are those that

also enter in the SRISK formula, that is LRMES and leverage.

[INSERT TABLE 7| ABOUT HERE]

6.2 SRISK Rankings Sensitivity

In this section we assess the sensitivity of the SRISK rankings to the choice of the SRISK
parameters and LRMES estimator. On each of the ranking dates of table [3] we com-

pute Spearman’s correlation between the SRISK rankings obtained from our proposed
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approach and a number of modifications of the default settings. We consider: increas-
ing the prudential capital ratio k to 10%, decreasing the systemic event threshold C' to
—20%), using the LRMES estimator based on the static normal model (using formula {4)),
and using the LRMES estimator based on the dynamic copula model. The results of the
comparison are reported in table |8l Overall, results show that the rank correlation is high
and is above 0.90 in the majority of cases. As far as the choice of the SRISK parameters
is concerned, detailed inspection of the results (not reported in the paper) shows that
the companies at the low end of the rankings are quite sensitive to changes to k£ and C.
On the other hand, the top positions are relatively stable for reasonable choices of these
parametersﬂ It is straightforward to see from equation that SRISK increases when k
increases or C' decreases. However, in our dataset the SRISK time series profile and the
SRISK rankings are not influenced excessively by the choice of these parameters. Looking
at the different LRMES estimators, we note that the rankings based on the static normal
and dynamic copula models are fairly similar to the ones provided by GARCH-DCC.
Interestingly, ranking differences become more pronounced in the crisis period, especially
the ones with the static normal model. This is the consequence of the fact that volatility
and correlation dynamics become more hectic during the crisis, and the differences be-
tween the LRMES estimators become more pronounced, especially those between static

and dynamic models.

[INSERT TABLE [§f ABOUT HERE]

6.3 SRISK Timeliness

A supervisor performing real time systemic risk monitoring is interested in using measures
that promptly adapt to current market conditions. To this extent, we investigate here
which LRMES estimator provides the most timely SRISK. We consider aggregate SRISK
computed using three variants of the LRMES estimator: GARCH-DCC, static normal

(based on and dynamic copula. For each pair of LRMES estimators (A, B), we consider

60n the companion website we allow users to select their preferred choice of k and see how this affects
rankings.
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a Granger causality test based on the following predictive regression
AlogSRISK, = ag+ aAlogSRISK; + BAlog SRISK! + u;, (9)

where Alog SRISK;4 and Alog SRISKZ are the log growth rates of the aggregate SRISK
based on estimators A and B, and u; is an error term. We say that the SRISK measure
based on LRMES estimator B leads the one based on estimator A if f is significantly
different from zero. We carry out this test for each combination of LRMES estimators
in order to determine the lead/lag relations among the different SRISK indices. We say
that a LRMES estimator is timely if it provides an SRISK measure that is not lead by
any other SRISK measure based on an alternative LRMES estimator. We estimate the
coefficients of equation @D by Least Squares and compute robust standard errors using the
Newey—-West covariance estimator (using the standard plug-in formula for the bandwidth
parameter). We report the results of the Granger causality test in table |§] For each pair
of estimators, the table reports the estimate of the 3 coefficient, its standard error as well
as the R? of the regression. The table shows that the SRISK indices based on the dynamic
models (GARCH-DCC and dynamic copula) lead SRISK based on the static one. On
the other hand, static LRMES based SRISK never leads the dynamic ones. The table
also shows that GARCH-DCC leads the dynamic copula model, however the significance
is weak. Overal, the results convey that dynamic models and that the GARCH-DCC in

particular provide a timely SRISK measure.

[INSERT TABLE [9) ABOUT HERE]

7 Conclusions

The 2007-2009 financial crisis highlighted the need for better tools to measure systemic
risk. In this paper we propose a systemic risk measure called SRISK that measures the
expected capital shortfall of a financial institution conditional on a prolonged and severe

market decline. SRISK is a function of the size, the leverage and the LRMES of the firm.
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The measure can be computed using balance sheet data and an appropriate LRMES
estimator. We use this methodology to analyze the systemic risk of top U.S. financial
firms between 2005 and 2012. The SRISK analysis provides useful insights for monitoring
the financial system and, retrospectively, it captures several of the early signs of the
crisis. Among other findings, we show that pre-crisis SRISK is a predictor of the capital
injections performed by the Fed during the crisis and that an increase in aggregate SRISK
provides an early warning signal of a decline in industrial production and an increase in

the unemployment rate.
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A Appendix

A.1 Simulation Algorithm for LRMES.

This section describes the simulation based procedure we use to construct LRMES fore-
casts. Specifically, we are interested in computing the LRMES of firm ¢ on period T at

horizon A and conditional on a market decline equal to C,
LRMES;r = —Er(Riri1r4n| Rmrirr4n < C) .

In what follows we assume parameters to be known while in practice we use estimated

parameters using all of the information available up to time 7.

1. Construct the GARCH-DCC standardized innovations

Tm T T'm /
€Emt = O__t and git = (_t - pzt_t>/ Pn )

mt

for each t = 1,...,T. Note that by construction ¢,,; and &; are zero mean, unit

variance and cross—sectionally as well as serially uncorrelated.

2. Sample with replacement S x h pairs of standardized innovations [£;¢, €,,¢]'. Use these
to construct S pseudo samples of GARCH-DCC innovations from period T + 1 to
period T' 4 h, that is

&t

s=1,...,5.

63
mTrt
3. Use the pseudo samples of GARCH-DCC innovations as inputs of the the DCC
and GARCH filters respectively using as initial conditions the last values of the

conditional correlation p;r and variances o2, and o2, . This step delivers S pseudo

samples of GARCH-DCC logarithmic returns from period T+ 1 to period T+ h
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conditional on the realized process up to time 7', that is

S
Tyt

S
.
Tt
Mt

4. Construct the multi—period arithmetic firm return of each pseudo sample

t=1

h
s o s
R 1740 = €Xp E Tirye ¢ — L

and compute the multi-period arithmetic market return R}, ;. .7, analogously.

5. Compute LRMES as the Monte Carlo average of the simulated multi-period arith-

metic returns conditional on the systemic event

s
Yoo By ARy i1rin < O}

LRMES; 7 = — .
Yoot B ymyn < C}

Note that a number of algorithmic shortcuts can be implemented to substantially
reduce the computational burden associated with the LRMES computation in large panels.
The strategy we adopt is to draw first S market return samples and check which samples
meet the systemic event condition. For each of these samples, we store the sequence
of draws’ dates. Then, for each individual firm, we sample directly the sequence of firm
innovations corresponding to those dates. This speeds up the simulations in that it avoids

having to simulate and select paths for each firm/market return pair in the panel.

A.2 Time—Varying Copula Model

Several time—varying copula models have been introduced in the literature. Among other
proposals, we consider the Dynamic Rotated Gumbel model put forward in Patton| (2006)).
We choose this particular specification since [Patton (2006) documents that it performs
well empirically relative to a set of alternative dynamic copula models. Let F,,; and Fj,

denote the conditional marginal cumulative distributions of market logarithmic returns

32



Tme and firm logarithmic returns r;;. In particular, in this work we consider these to be the
marginal conditional distributions implied by a GJR-GARCH model with (unspecified)
marginal innovation distributions D,,, and D; (analogously to the GARCH-DCC presented

in Section . We then define the uniform margins of the market and firm returns as
Ut = Foit(Time, Om)  and  uge = Fiy(r34, 0;),

that is the probability integral transformations of the returns series obtained from their
marginal conditional distributions. Dynamic copula models specify a time—varying con-
ditional copula function for the market and firm returns. This is equivalent to specifying

a time-varying cumulative distribution function for the uniform margins
Ci(tme, uit) = Pi(Uni < Uy, Uip < uig).

The copula function allows to capture the time—varying dependence structure between
the series. In particular, the rotated Gumbel copula uses one parameter to determine the

degree of dependence in the lower tail. The distribution is defined as
C(Umts Uit]0r) = Ut + tir — 1+ exp{—((—=log(1 — tmy))% + (—log(1 — u;))%) %},

where §; € [1,00) is the parameter determining the degree of dependence. We assume the

parameter evolves according to the following autoregressive equation

10 2
1
(St: 1-'- <w+aEZ]umt—ult|+ﬁ5t1) .

T=1

Note that this formulation ensures that d, is always greater than one so that the cop-
ula distribution is well defined. Details on the estimation of the model and additional
properties are provided in [Patton| (2006)). In particular, the model is fitted by estimating
the marginal models first and then by maximizing the copula likelihood using the fitted

uniform margins.

33



References

Acharya, V., Pedersen, L., Philippon, T., and Richardson, M. (2010). Measuring Systemic

Risk. Technical report, Department of Finance, NYU.

Acharya, V., Engle, R., and Richardson, M. (2012). Capital Shortfall: A New Approach

to Ranking and Regulating Systemic Risks. American Economic Review, 102, 59—64.

Acharya, V., Engle, R., and Pierret, D. (2014). Testing macroprudential stress tests: The

risk of regulatory risk weights. Journal of Monetary Economics, 65, pp. 36-53.

Admati, A. R. and Hellwig, M. (2013). The Bankers New Clothes: Whats Wrong with

Banking and What to Do about It. Princeton, Princeton University Press.

Adrian, T. and Brunnermeier, M. K. (2011). CoVaR. Technical report, Department of

Economics, Princeton University.

Allen, L., Bali, T. G., and Tang, Y. (2012). Does Systemic Risk in the Financial Sector

Predict Future Economic Downturns? Review of Financial Studies, 25, 3000-3036.

Ang, A. and Longstaff, F. A. (2013). Systemic sovereign credit risk: Lessons from the

U.S. and Europe. Journal of Monetary Economics, 60, 493 —510.

Bayazitova, D. and Shivdasani, A. (2012). Assessing TARP. Review of Financial Studies,
25, 377-407.

Bernanke, B. and Gertler, M. (1989). Agency Costs, Net Worth and Business Fluctua-

tions. The American Economic Review, 79, 14-31.

Billio, M., Getmansky, M., Lo, A., and Pellizzon, L. (2012). Econometric Measures of
Connectedness and Systemic Risk in the Finance and Insurance Sectors. Journal of

Financial Economics, 104, 535-559.

Bisias, D., Flood, M. D., Lo, A. W.; and Valavanis, S. (2012). A Survey of Systemic Risk

Analytics. Working paper #0001, Office of Financial Research.

34



Brownlees, C., Chabot, B., Ghysels, E., and Kurz, C. (2016). Back to the Future:
Backtesting Systemic Risk Measures during the Great Depression and Historical Bank

Runs . Technical report, .

De Bandt, O. and Hartmann, P. (2002). Systemic Risk: A Survey. In C. A. E. Goodhard
and G. Illing, editors, Financial, Crisis, Contagion, and the Lender of Last Resort: A

Book of Readings. Oxford University Press.

Diebold, F. and Yilmaz, K. (2014). On the Network Topology of Variance Decompositions:
Measuring the Connectedness of Financial Firms. Journal of Econometrics, 182, 119

—134.

Duan, J. (1994). Maximum likelihood estimation using price data of the derivative con-

tract. Mathematical Finance, 4, 155-167.

Duan, J.-C. and Zhang, C. (2015). Non—Gaussian Bridge Sampling with an Application.

Technical report, National University of Singapore.

Engle, R. (2002). Dynamic conditional correlation: A simple class of multivariate gen-
eralized autoregressive conditional heteroskedasticity models. Journal of Business &

Economic Statistics, 20, 339-350.

Engle, R. (2009). Anticipating correlations: a new paradigm for risk management. Prince-

ton University Press.

Giglio, S., Kelly, B., and Pruitt, S. (2015). Systemic risk and the macroeconomy: An

empirical evaluation. Journal of Financial Economics, page forthcoming.

Glosten, L. R., Jagananthan, R., and Runkle, D. E. (1993). On the relation between the
expected value and the volatility of the nominal excess return on stocks. The Journal

of Finance, 48, 1779-1801.

Gray, D. F., Merton, R. C., and Bodie, Z. (2007). New framework for measuring and
managing macrofinancial risk and financial stability. Working Paper 13607, National

Bureau of Economic Research.

35



Hartmann, P., Straetmans, S., and de Vries, C. (2006). Banking System Stability. A Cross-
Atlantic Perspective. In M. Carey and R. M. Stulz, editors, The Risks of Financial

Institutions, pages 133-193. The University of Chicago Press.

Hautsch, N., Schaumburg, J., and Schienle, M. (2014). Financial Network Systemic Risk

Contributions. Review of Finance, (forthcoming).

Hoggarth, G., Reis, R., and Saporta, V. (2002). Costs of banking system instability:

Some empirical evidence. Journal of Banking ¢ Finance , 26, 825-855.

Huang, X., Zhou, H., and Zhu, H. (2011). Systemic risk contributions. Journal of Finan-

cial Services Research, 42, 55-83.

Hubrich, K. and Tetlow, T. (2015). Financial Stress and Economic Dynamics: The

Transmission of Crises. Journal of Monetary Economics, 70, 100-115.

Ivashina, V. and Scharfstein, D. (2010). Bank lending during the financial crisis of 2008.

Journal of Financial Economics, 97, 319-338.

Jorda, O., Schularick, M., and Taylor, A. M. (2013). When credit bites back. Journal of
Money, Credit and Banking, 45, 3-28.

Kiyotaki, K. and Moore, J. (1997). Credit Cycles. Journal of Political Economy, 105,
211-48.

Lehar, A. (2005). Measuring systemic risk: A risk management approach. Journal of

Banking & Finance, 29, 2577-2603.

Newey, W. K. and West, K. D. (1987). A simple, positive—definite, heteroskedasticity and

autocorrelation consistent covariance matrix. Econometrica, 55, 703-708.

Patton, A. (2006). Modelling asymmetric exchange rate dependence. International Eco-

nomic Review, 47, 527-556.

Rabemananjara, R. and Zakoian, J. M. (1993). Threshold ARCH models and asymmetries

in volatility. Journal of Applied Econometrics, 8, 31-49.

36



Sylvain, B., Colliard, J.-E., Hurlin, C., and Pérignon, C. (2016). Where the Risks Lie: A

Survey on Systemic Risk. Review of Finance, forthcoming.

Zhang, X., Schwaab, B., and Lucas, A. (2014). Conditional euro area sovereign default

risk. Journal of Business and Economic Statistics, 32, 271-284.

37



‘dnoi8 Amsnpur eoueuy £q pednois sisAeue SQTYS oY) UL pasn souwreu Auedwiod pue SIoNOI] JO 4SI[ o] siIodel o[qe) ot T,

di0) NS
Auedwio)) syuawI)SoAU] [HS

peuoiny HSAN

uosejy 8307

pIedIa)sey

rende) snuep

98UuRYOXY [RIUSUIJUODIDIUT
ORI\ SIPpPai]

ORI\ oruueq

diooueq pay T, YYig
[eueul su( reyde)
dnoxn gIND

dnoxp 11D

soreysouryg ssedwo))
dnoxn syry preyory 4D
s3uIplOH 10D
poxoerg

S9OINO0SIY UI[URI]
sseadxy UeoLIOWY
openrwWy (.1,
[eoueurq osudiowy
[eyide)) uwesluLWY

IS
OIdS
XAN

T
VIN
SNI
d0I

CR:K 1
INNA
[SNRKE
J0D
HIND

LID
SSdD
0dO
104

M1d
NHd
dXV

dLINV
dINV
SYOV

9011 oMoy T,
So[IRY) qeMmUDS
SSuIp[oy XewWAN
Ao[urelg ueSION
YOUAT] [[LLIBIN]
SIoTj0Ig UeuIyer]
SYDRG URWIP[OY)
[eueurj apeiy-y
SuIe9)g Ieag
SpIempy D'V

MOYL
MHDS
XINN
SIN
HHIN
HHA'T
SO
OdLH
osd
dOV

urodiom

dnoiry wnup

dnoiry yiresypejrun
SIo[oARl],

IewyoI0],

009Jeg

[eroURUL [RIIUSPNL]
QAISS9I801g

dnouix) reueurq redoutig

URUUOTOIA 29 USIRIN
OJIIPIN

VIIIN

[eUOI}RN U[OOUI]

SMO0T

RURWINE]

N YHeeH

dnoir) [eueur piojjref]
[elouRUI] Y)I0MUSK)
[eroueur, [euoryeN AIepLg
are)) Y3[eoH AIJULA0))
dxoo eroueur yYND

d1o)) [euRUI 1)RUUIDUL)
diop YNDID

[eIoURUI] OPIMAIIUNO.)
diop qqnup

Aemeyel] oIIYsyIoq

diop Aspreg "g'M

dio) uoy

diop 9rels[y

ueINSSY

dnoir) [RUOIRUIU] UBRDLIOUIY
vPVv

'UOY

dnoir) [eueul,] sequIy

dTM
NN
HNON
AdL
MINL
CAAS)
n4gd
qod
Ddd
OININ
LHN
IdIN
ONT

INNH
ILNH
DIH
MND
ANA
HAD
VND
ANID

0dD
a0
Myad
d9M
OO0V
TIV
7IV
DIV
TV
LIV
dV

uotz

uotTu () UIOISIA

rennjy uolSurysepr

0 73 031Rq S[[OAM
RIAOYORAN

diooueg gn

diop eouequoru)

100115 99eIQ

syueq IsSnIjung

diooueq u3IoA0g
[eouRUL] SNAOUAG
[eIOURUI] SUOISOY
soo1AIeg TeduRul] DNJ
[eoueurj pojrup) sojdoaq
diooueg Ayrunwiwio)) JIOx MON
ISTLLT, WISYIION

diop A1) TeuoryeN
diop yueq I, 3 N

Aors[T 739 1reYSICN
diooKoyg

asey) ueSIoN J[
diooueyqg A1) uospny
soIeysouryg UOISUIIUNH
oUul BOLIOWIO))

diooueg edrewmio))
dnoi8ni)

UO[[QJN IOX MON JO quegq
Lzydd

eOLIDWY JO yueg

NOIZ
nMm
INM
OdM
am
asn
an
LLS
ILS
AOS
ANS

ONd
Lodd
dAN
SYLN
ODN
dLIN
IN
AHM
Nl
MADOH
NVdH
VIND
HID

Mg
pLdd
ovd

(gg) 81430

_

(01) siorRR-I030Ig

_

(yg) oourinsu

(6g) serorsoda(g

SANOYY) AULSNAN] TVIONVNI] ‘SHINVN ANVAIWNO)) ‘SHAMOILT, :T 9[qeL

38



Table 2: GARCH-DCC PARAMETER ESTIMATES

TARCH DCC

a o« v Bl p a B
qoa | 2244 0.02 0.06 0.84|0.49 0.02 0.81

Dep. qos | 26.86 0.04 0.09 091 )0.63 0.04 0.94
doo | 32.51 0.08 0.14 0.94 | 0.68 0.08 0.97
go1 | 22.11 0.01 0.06 0.84|0.39 0.01 0.90

Ins. dos | 25.55 0.03 0.10 0.91|0.53 0.02 0.97
doo | 33.36 0.08 0.15 0.95|0.67 0.05 0.99
doa | 24.15 0.00 0.06 0.71|0.52 0.01 0.89

Bro.-Deal. ¢g5 | 28.31 0.02 0.10 0.93 | 0.69 0.03 0.96
doo | 39.24 0.07 033 0.96 | 0.73 0.06 0.98
goa | 24.77 0.00 0.05 0.89|0.46 0.01 0.86

Other qos | 28.30 0.03 0.07 0.93]0.57 0.02 0.96
Qoo | 31.84 0.06 0.11 094 0.73 0.07 0.99

The table reports the 10%, 50% and 90% quantiles of the GJR-GARCH and DCC paramaters
estimates dividided by sub—industry group. The parameter estimates are obtained over the full sample,

which spans January 2005 to December 2012.
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Table 4: FED CAPITAL INJECTIONS AND SRISK

’ ‘ Fed Capital Injection ‘

Const 7.00%** —&.52* —0.50 1.13 —3.74 5.96
(1.211) (4.612) (4.883) (5.308) (5.409) (5.297)

FE bro-deal —9.74**  —8.23** 808 —T7.90** _T7.95%* 7 T78**
(1.906) (1.533) (1.430) (1.456) (1.505) (1.398)
FE insurance —-3.55 —1.84 —2.54 —0.97 —1.57 —1.72
(2.507) (2.506) (2.366) (2.435) (2.505) (2.396)

FE other —11.99*** —9.35*** —&.81** —928*** _8.87** —K.62**
(2.333) (2.112) (1.982) (2.080) (2.116) (1.987)
Asset 1.58*** 0.94*** 0.95** 1.47%** 0.74**
(0.352) (0.359) (0.370) (0.371) (0.337)

Vol —0.09 —0.17* —0.26®* —0.21** —0.34***
(0.080) (0.077) (0.092) (0.103) (0.109)
Equity Fall 7.33 7.17 8.71* 7.87 8.53*
(5.037) (4.788) (5.082) (5.060) (4.870)
SRISK 0.59*** 0.46**
(0.164) (0.207)
SES 6.76%** 2.67
(1.991) (2.507)
ES 0.23** 0.20*
~ (0.117) (0.114)
R? 10.2% 18.2% 21.5% 21.1% 19.2% 22.9%

The table reports the Tobit regression results of the Fed capital injection after March 2008. The table
reports estimated coefficients, standard errors (in parenthesis) and pseudo R? index. Asterisks are used

to denote significance at standard significance levels (*=0.10, **=0.05 and ***=0.01).
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Table 7: SRISK% RANK COMPARISON

Firm Characteristics Risk Measures
Assets Size Debt  Leverage SES ES LRMES  VOL

2005-Q1 | 0.20%* 0.15 0.19* 0.29%** | (0.29%** 0.08 (.37 0.09
2006-Q1 0.15 0.17* 0.16 0.28%** | (.28%** 0.11 0.26** -0.17
2007-Q1 | 0.19* 0.11 0.20* 0.30*** | 0.30*** 0.04 0.24** -0.18*

2008-Q1 0.08 0.00 0.14 0.09 0.09 0.04 0.14 0.15
2009-Q1 | -0.07 0.06 -0.03 -0.03 -0.03 -0.15 0.09 0.01
2010-Q1 0.03 -0.01 -0.01 0.04 0.04 0.05 0.22%* -0.05

2011-Q1 | 0.33%FF 0.21%F 0.35%**  (.32%** | 0.32%**  (0.18*%  0.29%**  -0.01
2012-Q1 | 0.24%%  0.18*  (0.30%**  0.35%** | 0.35%**  (.34%FF  (0.23%F (.28

The table reports Spearman’s correlation of SRISK with Assets, Equity, Debt, Leverage, SES, ES,
LRMES and Volatility at the end of the first quarter of each year starting from 2005 until 2012. Asterisks

are used to denote significance at standard significance levels (*=0.10, **=0.05 and ***=0.01).

Table 8: SRISK% RANK SENSITIVITY

Alt. SRISK Params | Alt. LRMES Estimator
kE=10% C =20% | Static Dynamic
Normal Copula

2005-Q1 | 1.00%*F*  0.98%** | (.99*** 0.99%**
2006-Q1 | 0.99%F*  0.99%** | (.99%** 0.99%**
2007-Q1 | 0.97*FFF  0.90%HF* | 0.97*** 0.9
2008-Q1 | 0.80***  0.59%** | (.74%** 0.77#%%
2009-Q1 | 0.81%F*  0.61%*%* | 0.79%** 0.89%**
2010-Q1 | 0.92%*F*  (.89*FF*F | 0.75%** (.87
2011-Q1 | 1.00%*F*  0.87*FF | 0.86%** (.88
2012-Q1 | 1.00%*%*  0.91%F* | (0.99%** 1.00%+*

The table reports Spearman’s correlation of the default SRISK measure with SRISK indices computed
using alternative choices of the SRISK parameters and alternative LRMES estimators at the end of the
first quarter of each year starting from 2005 until 2012. The set of alternative SRISK parameters are
k=10%, C = —10, h = 22 and k = 8%, C = —20%, h = 22. The set of alternative LRMES estimators
are the one based on the static normal model and the dynamic copula model. Asterisks are used to

denote significance at standard significance levels (*=0.10, **=0.05 and ***=0.01).
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Table 9: SRISK TIMELINESS

Predictor
Dependent GARCH-DCC ‘ Static Normal ‘ Dynamic Copula
GARCH-DCC —0.13  4.02% | 0.11 3.59%
(0.129) (0.162)
Static Normal 0.68*** 13.03% 0.79"* 10.59%
(0.169) (0.224)
Dynamic Copula || 0.38**  5.98% | —0.23 3.59%
(0.180) (0.190)

The table reports the results of the Granger causality test among the SRISK indices based on different
LRMES estimators. For each pair of LRMES estimators (GARCH-DCC, static normal, dynamic copula),
the table reports the estimated [ coeflicient of equation @, its standard error and the adjusted R? of the

predictive regression. Asterisks are used to denote significance at standard significance levels (*=0.10,
**=0.05 and ***=0.01).
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Figure 1: AGGREGATE SRISK BY INDUSTRY
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The figure shows the plot of aggregate SRISK between January 2005 and December 2012. Ag-
gregate SRISK is layered by financial industry group. The industry groups are (from top to bottom)
Others, Insurance, Depositories and Broker-Dealers. The solid vertical line marks the Lehman Brothers

bankruptcy.
Figure 2: Firm SRISK
150 150
100 Jﬁ\f’\\J 100
50 / k’*~\_J/~' 50 ] y
) / o)
05 06 07 08 09 10 11 12 13 05 06 07 ©08 09 10 11 12 13
C AlG
150 150
100 100
50 50 s
o . /\/ '\ —,_/.r\.. P o P
05 06 07 08 09 10 11 12 13 05 06 07 08 09 10 11 12 13
GS FRE

The figures show the plot of (the positive part of ) SRISK for Citigroup (C), AIG (AIG), Goldman Sachs
(GS) and Freddie Mac(FRE) between January 2005 and December 2012. The shaded area denotes the
90% capital shortage prediction interval. The solid vertical line marks the Lehman Brothers bankruptcy.
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Figure 3: SRISK VIs-A-vIiS NON-FINANCIAL SRISK, VIX AnD TES
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The figure shows the plot of aggregate (financial) SRISK (squares), aggregate non—financial SRISK
(circles), VIX (triangles) and TES (diamonds) between January 2005 and December 2012. The series
are normalized by the value of each series as of January 2005. The solid vertical line marks the Lehman

Brothers bankruptcy.
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