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Macroprudential policymakers are the risk managers of the financial system. Their role is to ensure that the probability and severity of a crisis is at a level which is consistent with the preferences of the citizens they serve. To fulfil this role successfully, the authorities require a framework consisting of a measurable goal, a set of tools, and a model linking the two. In the familiar case of monetary policy, the analysis of general economic and financial conditions, seen through a lens combining theoretical and empirical models with an agreed-upon objective, produces prescriptions for setting interest rates and adjusting the size and composition of central banks’ balance sheets. Typically, a comprehensive framework delivers both a positive and a normative assessment of a policy stance. It allows policymakers and outside observers to evaluate whether the current settings are either too accommodative or too restrictive, both with regard to historical or theoretical norms and to levels which are considered appropriate to meet mandated goals.

Our aim in this report is to apply some of the lessons learned from the well-developed monetary policy framework to macroprudential policy. We hope to provide an alternative to the current predominantly narrative approach. With that in mind, we present an example of a simple formal model that allows us to draw clear conclusions as to the design of optimal macroprudential policies and the assessment of existing policy settings against such an optimal benchmark. This is challenging, given the fact that macroprudential policy is complex, with multiple intermediate objectives and an array of tools. Nevertheless, we believe it is worth trying to find an empirically implementable summary measure of macroprudential policy stance that can complement, rather than replace, the heatmaps and disaggregated risk assessments that characterise the multi-dimensional monitoring frameworks currently underpinning the work of the macroprudential authorities.

As an example of an empirically feasible approach, we discuss a case in which the ultimate goal of macroprudential policy is to minimise the frequency and severity of the economic losses arising from episodes of severe financial distress. To quantify this objective, we first take economic growth as a summary measure of the impact of economic performance on welfare. Then, based on empirical evidence, we argue that financial distress primarily influences the lower tail of the distribution of growth outcomes. This leads us to focus on the increasingly popular concept of growth-at-risk as a proxy for financial stability. Integrating growth-at-risk (or the related concept of growth-given-stress) into an optimal policy design problem allows us to deliver an empirically implementable prescriptive measure of macroprudential policy stance.

In its baseline formulation, the analytical model we present relies on a number of strong assumptions, which are: society’s preferences for possible output growth outcomes have a specific form (i.e. they can be described by a utility function exhibiting constant absolute risk aversion); output growth is normally distributed; and policies have a linear impact on both the mean and the lower tail of output growth. Although this entire construction is quite specific, it provides a useful benchmark result as it implies that policymakers should seek to maintain a constant target distance between mean growth and a reference lower quantile of growth outcomes (e.g. the 10th percentile of the growth distribution). Furthermore, the optimal target distance is a decreasing function of...
society’s aversion to financial instability and of the relative effectiveness of the available policy tools in reducing the severity of low-tail growth outcomes without damaging mean growth.

As is the case with monetary policy, a prescriptive measure of macroprudential policy stance emerges from a comparison between the model-implied optimal policy and current conditions. In this case, if the forecast for the distance between mean growth and the reference lower quantile of growth deviates from the target, then there is a need to adjust the policy setting. While the empirical implementation of the approach will typically rely on generalisations and extensions of the baseline formulation, we are confident that the logic of its main implications, including the potential to provide a normative measure of macroprudential policy stance, will prevail.

The implementation of a comprehensive macroprudential policy framework faces numerous challenges. What exactly do the macroprudential authorities need to know and how might they obtain the appropriate information? Two issues concerning measurement accuracy loom large. First, given the sparsity of data, estimating the properties of the tail of the growth distribution (including the determinants that lead growth into such a tail) is a challenge. The level of difficulty associated with measuring the severity of low-tail events with precision should, in our view, guide the choice of the variable used to measure the growth implications of financial instability. We conclude that it might be advisable for policymakers to focus on the 10th percentile of the distribution of output growth (even if this reflects some adverse growth outcomes that are not necessarily triggered by episodes of financial distress) rather than the less likely (and less empirically knowable) 5th percentile.

Second, implementing any framework requires policymakers to have an accurate measure of the trade-offs they face. While tightening macroprudential instruments should reduce the probability and severity of crises, these benefits may come at the cost of lower trend growth. Due to data scarcity and the need to identify causal effects, inferring the existence and the size of this trade-off (on an instrument-by-instrument basis) is as difficult as it is critical. However, as we accumulate more experience, precision should increase, reducing the difficulty of the task.

To put our contribution into perspective, we note two issues. First, our discussion of the necessary elements of a theoretical and empirical framework that could lead to a measure of policy stance is based on a set of very stylised examples. There is no guarantee that the exact conclusions we draw will carry over to more complex, better articulated models of the economic and financial system. It seems likely, however, that any comprehensive macroprudential policy framework will rely on both the characterisation of the distribution of future economic outcomes relevant for a policymaker’s ultimate target and an estimate of how the available policy tools influence that distribution.

Second, it is important to keep in mind that when the authorities reduce the likelihood of severely adverse outcomes, individuals – firms, households and investors – change the way they act in ways that could ultimately undermine the resilience of the system. Ironically, policies aimed at mitigating financial stress might sow the seeds of a future crisis. Our reduced-form treatment of the impact of macroprudential policy on economic outcomes does not explicitly address these instances of moral hazard. However, assuming the relevant causal effects of policy actions are properly estimated, it could account for the way in which these behavioural responses reduce the (net) effectiveness of specific policies.
To conclude, the aim of this report is to begin a discussion outlining the challenges faced by researchers and practitioners seeking to construct a macroprudential policy framework. In our view, while the endeavour will take time and will require contributions from various fields, there is every reason to believe that these efforts will ultimately improve the assessment, design and communication of macroprudential policy.
Effective policy decisions emerge from careful deliberation and thoughtful analysis within a coherent framework. A carefully constructed quantitative and qualitative assessment lends focus to discussions between decision-makers, guides adjustments of instruments, provides for transparency in communication, and enhances accountability. In the familiar case of monetary policy, the analysis of general economic and financial conditions, seen through a lens combining theoretical and empirical models with an agreed-upon objective, produces prescriptions for setting interest rates and adjusting the size and composition of central banks’ balance sheets. Typically, a comprehensive framework delivers a normative assessment of policy stance, allowing both decision-makers and observers to determine whether the current settings are either too accommodative or too restrictive to meet policymakers’ mandated goals.

It is true that conventional monetary policy, with its generally univariate inflation objective and single interest rate tool, is far less complex than macroprudential policy. Nevertheless, we believe it is useful to start with a practical framework containing the same fundamental ingredients – an objective, a set of tools, and a model linking the two – with the aim of developing a measure of macroprudential policy stance. While it may seem uncharitable to say so, macroprudential policy is currently at the stage (if not worse) monetary policy was at more than half a century ago. In 1960, even though central banking was nearly three hundred years old and there were decades of information on prices, national income and employment, the monetary policy framework was much less developed and less structured than it is today.¹ As economists gradually refined monetary theory, eventually merging original Keynesian, monetarist and real business cycle elements into dynamic stochastic general equilibrium models, central bankers were able to construct a quantitative framework they could use to assess their policy stances. In parallel, academic contributions and institutional experience highlighted the benefits of independent governance structures for monetary policy.² Even so, the journey was agonisingly slow, and it took until the mid-1990s for a consensus to emerge.

Surveying the current landscape, we see that a majority of national and supranational jurisdictions have some type of macroprudential authority. Many were born out of the financial crisis of 2007-9, so are not much more than a decade old. Partly because this is such a recent enterprise, there is an active debate over how to formulate objectives, how to use the available tools, and how to structure governance. While the challenge is significant, we hope that the existing breadth of knowledge of economics and finance, as well as cooperation between academics and the authorities, will soon produce a consensus framework for guiding macroprudential policy decisions.

In producing this report, our aim is to move the process along, applying some of the lessons learned from the development of the agreed-upon monetary policy framework to the case of macroprudential policy. Putting this slightly differently, we hope to provide an alternative to the

¹ The Riksbank, founded in 1668, is the oldest central bank in the world. Central banking, however, is really a 20th century phenomenon – in 1900 there were only 18 central banks, by 2000 there were 173. See King (1999).
² There is an extensive literature on the benefits of central bank independence. See Bernanke (2010) for a survey and Dincer and Eichengreen (2014) for empirical evidence.
current predominantly narrative approach. With that in mind, we offer some examples as well as a perspective on how to measure the macroprudential policy stance in a more compact and systematic manner. While the analytical framework we propose is implementable (with a precision that will increase in line with the accumulation of modelling expertise, econometric techniques, data and experience), we see it as adding to, rather than replacing, the multi-dimensional monitoring framework currently used by the macroprudential authorities.

This report is divided into six sections, including this introduction and some concluding remarks. Section 2 describes a generic macroeconomic policy framework, and includes a discussion of the intrinsically normative notion of a policy stance. In Section 3, we begin by applying this logic to the case of macroprudential policy – the fact that macroprudential policy is complex, with multiple intermediate objectives and an array of tools, makes this challenging. Nevertheless, we believe it is important to aspire to identify an empirically implementable summary measure of macroprudential policy stance that complements the heatmaps and disaggregated risk assessments that currently guide what we see as a fragmented policy framework. As an example of what is currently feasible, first we take economic growth as a measure of welfare, and then we think of financial distress as shaping the lower tail of the distribution of growth outcomes. This leads us to use the increasingly popular concept of growth-at-risk (GaR) as a proxy for financial stability.

In Section 4 we present an example of a simple formal model that allows us to draw sharp conclusions with regard to the design of optimal macroprudential policies and the assessment of existing policy settings against such an optimal benchmark. In its baseline formulation, the model considers the analytically tractable case in which society’s preferences in respect of possible output growth outcomes have a specific form (namely that they can be described by a utility function exhibiting constant absolute risk aversion), output growth is normally distributed, and the impact of policies on both the mean and the lower tail of output growth is linear. Although the latter construction is quite specific, it provides a useful benchmark result in which the policymaker seeks to maintain a constant target distance between mean growth and a reference lower quantile of growth outcomes (e.g. the 10th percentile of the growth distribution). As with monetary policy, a normative measure of macroprudential policy stance naturally emerges from a comparison of the model-implied steady-state policy with current conditions, so a policy will be deemed accommodative (restrictive) if the distance between mean growth and the reference low quantile exceeds (falls short of) the steady-state optimum. Also, as in the case of monetary policy, a need to adjust the policy setting emerges should the forecast for the distance deviate from the optimal target (which, in our simple reference case, happens to be constant and thus always equal to the steady-state target).3

Finally, we consider implementation in Section 5. Taking the growth-at-risk-based model results as a guide, we discuss how a policymaker might set a target in practice. What exactly do the macroprudential authorities need to know and how might they obtain this information? Two issues concerning measurement accuracy loom large. First, authorities need to be able to estimate the

---

3 With a state-contingent optimal target, the optimal policy might be accommodative or restrictive relative to the steady-state optimal policy and current policy settings might be referred to as ‘excessively accommodative’, ‘insufficiently accommodative’, ‘excessively restrictive’ or ‘insufficiently restrictive’ by making a further comparison between the current distance and the state-contingent optimal distance.
properties of the tail of the growth distribution; something made challenging by the limited availability of data. Ideally, we would have data for a long history – a period during which the economic and financial structure remains unchanged. Unfortunately, this is rarely the case. How difficult it is to measure the severity of low tail events (and the impact of policy on such events) with precision should, in our view, guide the choice of variable. We conclude that it might be advisable for policymakers to choose the 10th percentile of the distribution of output growth rather than the less likely (and less empirically known) 5th percentile.

Beyond the need to measure the objective itself, policymakers require accurate estimates of the elasticity of the distribution of the objective with respect to their macroprudential instruments. In our concrete application, where we take output growth to be a measure of welfare, this is the distribution of future growth outcomes. Specifically, in order to set the optimal target and also to adjust the available instruments, the authorities need to know what impact their actions will have on mean growth and the lower percentile of growth that they have chosen as their benchmark. This is exactly analogous to the requirement that, in pursuit of their stabilisation objective, monetary policymakers need numerical estimates of the impact of interest rate changes on prices and output or employment. In the case of macroprudential policy the task is made difficult by the sparsity of data, the heterogeneity of macroprudential tools and their impact across jurisdictions, and the challenges posed by policy endogeneity. On this final point, it is important to keep in mind that what matters for policy design is not the historical correlation between tools and the relevant economic outcomes, but the causal impact of the tools on such outcomes. This may entail going beyond current approaches that estimate the reduced-form impact of policy variables on mean growth and the lower quantile of growth, e.g. by building structural models that explicitly capture how macroprudential policy innovations influence such outcomes.
2 A general framework for macroeconomic and macroprudential policy

To develop a measure of policy stance, we begin with a general macroeconomic framework in which the economic system is characterised by a set of impulses amplified by a propagation mechanism, leading to economic outcomes. The impulses are a set of real sector shocks to productivity or the terms of trade; nominal shocks to the interest rate, exchange rates, or asset prices; and financial shocks including changes in risk attitudes or new information about institutions’ exposure and solvency. The propagation mechanism is the structure of the economy and the financial system. The amplification of the shocks depends on a variety of factors, including the structure of household, firm, and bank balance sheets as well as financial markets and infrastructures. There are generally two types of outcome or goal: traditional macroeconomic stability, including stable growth, high employment and stable inflation; and financial stability, understood to be characterised by a low frequency and modest severity of breakdowns in the provision of essential financial services such as payments or credit.

Figure 1 lays out this generic framework. We make no attempt to be exhaustive in our description of the sources of impulses or the conditions which influence the strength or weakness of the propagation mechanism. Instead, we list the components of the system that are the most relevant for examining monetary and prudential policy.

Figure 1
A generic macroeconomic framework

<table>
<thead>
<tr>
<th>Impulses</th>
<th>Propagation Mechanisms</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity;</td>
<td></td>
<td>Macroeconomic stability:</td>
</tr>
<tr>
<td>Terms of trade.</td>
<td></td>
<td>High, stable growth;</td>
</tr>
<tr>
<td>Nominal:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interest rate;</td>
<td></td>
<td>Low, stable, inflation.</td>
</tr>
<tr>
<td>Exchange rates;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equity or property prices.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information;</td>
<td></td>
<td>Financial stability:</td>
</tr>
<tr>
<td>Risk attitudes.</td>
<td></td>
<td>Low probability of crisis;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low severity of crisis.</td>
</tr>
<tr>
<td></td>
<td>Sectoral structure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Investment opportunities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Balance sheets of:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Households;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Corporates;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Banks and other financial intermediaries.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial markets and infrastructures</td>
<td></td>
</tr>
</tbody>
</table>
The stability of the system, both macroeconomic and financial, depends on:

1. the dynamic stochastic properties of the shocks that hit the system;
2. the degree to which the various mechanisms amplify and propagate shocks over time and across agents, activities and markets.

Within this context, consider the familiar textbook case of conventional monetary policy – the policymakers’ problem has three critical elements. First, express the objective in the form of a loss function to be minimised – for example, the weighted sum of squared deviations of inflation from its target and current output from potential output. Second, specify a policy tool, such as the short-term nominal interest rate. Third, postulate a model connecting the two, embedding a propagation mechanism that links shocks and current and future interest rate movements to inflation and output deviations. Importantly, we have a clear sense of the steady-state optimal or long-run equilibrium level of the policy interest rate, as well as an idea of how it should respond to shocks that push inflation and output away from their target levels. In Box A we present a stylised analytical model of the monetary policy problem.

Looking at the generic framework, we generally cast the central bankers’ problem as one where they work to meet their stabilisation objective by reacting to shocks which, if they were allowed to propagate, would destabilise the system. In other words, monetary policy interventions short-circuit, mitigate or neutralise the impact of otherwise harmful impulses on the targeted outcome.

---

**Box A**

**Assessing the stance of monetary policy**

Consider a simple model where the monetary policymaker controls the path of the interest rate \( i_t \) to minimise a quadratic loss function in inflation and output gaps, subject to a set of linear constraints that represent the dynamic path of the economy. We can write this as:

\[
\text{(A.1)} \quad \min_{i_t} L = E[(\pi_t - \pi^*)^2 + \lambda (y_t - y^*)^2],
\]

subject to

\[
\text{(A.2)} \quad \begin{bmatrix} \pi_t - \pi^* \\ y_t - y^* \end{bmatrix} = A(L) \begin{bmatrix} \varepsilon^d_t \\ \varepsilon^s_t \\ (i_t - i^*) \end{bmatrix},
\]

where \( \pi \) is inflation, \( y \) is output, \( \varepsilon^d \) is a demand shock that moves output and inflation in the same direction, \( \varepsilon^s \) is a supply shock that moves output and inflation in opposite directions, \( i \) is the nominal interest rate, and \( A(L) \) is a matrix of lag polynomials in the lag operator \( L \). In addition, \( \pi^* \) is target inflation, \( y^* \) is potential output and \( i^* \) is the neutral (or steady-state optimal) interest rate, i.e.

---

4 Our discussion of monetary policy is illustrative – we do not intend it to be a literal description of current practice. Over the last dozen years or so, because of the 2007-9 financial crisis and the COVID-19 pandemic, monetary policy has become significantly more complex, with the result that there are now numerous (potentially competing) objectives. In addition to price stability, central bankers act to stabilise the availability of funds to diverse sectors of the economy, as well as various segments of financial markets.
the interest rate that equals $\pi^*$ plus the real interest rate consistent with output being equal to potential output.\(^{(a)}\)

There are three points to note. First, we can derive the loss function from microeconomic foundations by taking the second-order approximation to a stochastic intertemporal representative-agent utility maximisation problem in which there are costs associated with price adjustment (see Chapter 2 of Woodford (2003)). Second, the weight on output fluctuations in the loss function ($\lambda$) determines the speed at which the optimal policy returns inflation to its target (see Svensson (1999)). So, a relatively low $\lambda$ is consistent with a central bank having a hierarchical mandate in which inflation is the primary objective. Third, since we can always characterise shocks in a more complex linear model as linear combinations of aggregate demand and aggregate supply shocks, the reduced-form description of the economy in (A.2) can accommodate more structural characterisations of the economy’s dynamics.

Solving the problem in (A.1) and (A.2) gives rise to an interest rate path that depends on the history of the shocks. We can write the loss-minimising level of the policy rate ($i_t^*$) as:

\[
(A.3) \quad (i_t^* - i_t^*) = b_1(L)\varepsilon_t^d + b_2(L)\varepsilon_t^s,
\]

where $b_1(L)$ and $b_2(L)$ are lag polynomials with coefficients that are functions of the elements in $A(L)$ and the weight on output deviations in the loss function.\(^{(b)}\) When setting the interest rate, policymakers will seek to neutralise demand shocks – this is possible because interest rates move output and inflation in the same direction. For supply shocks there is an output-inflation volatility trade-off and policy will adjust depending on the parameter $\lambda$ in the loss function – the smaller $\lambda$ is, and the more significant inflation fluctuations are, the bigger the reaction will be.

Incidentally, we can always invert the dynamic structural system (A.2), writing it as a reduced form. Inserting this form into the optimal policy rule (A.3) yields a generalised version of the Taylor rule whereby deviations of the policy rate from its equilibrium level are a function of current and past deviations of inflation from its target, output from potential, and the policy rate itself.

Finally, turning to the concept of policy stance, when $i_t^* = i^*$, so that the current policy rate equals its steady-state optimal level, the stance is neutral. When the policy rate exceeds this neutral level, we refer to the stance as “restrictive”; when the interest rate is below this neutral level, we refer to the stance as “accommodative”. If a policymaker were to set policy some distance away from the optimal path, the qualifiers “excessively” or “insufficiently” could be added to the adjectives “accommodative” and “restrictive” to indicate the direction in which policy settings should adjust to be closer to the optimal path.

\(^{(a)}\) It is straightforward to include a vector of exogenous variables in the dynamic system by simply adding a term from $B(L)X_t$ to the system (A.2). Through this generalisation, the optimal policy rule (A.3) would include reactions to the history of the $X$’s as well as to the $\varepsilon$’s.

\(^{(b)}\) We could also write (A.3) as a partial adjustment expression where $i_t^* = i^*$ depends on its own lags, as well as the history of the shocks.
This monetary policy framework yields a natural measure of policy stance: the level of the interest rate relative to its steady-state optimal level ($i^*$). If the policy rate exceeds this level, policy is restrictive; if the policy rate is below the steady-state optimal level, policy is accommodative.5

It is certainly true that monetary policy and, more generally, the presence of an active central bank, can influence the structure of the financial system, the level of risk taking and, eventually, financial stability. However, as Svensson (2017) argues, in realistic model calibrations the inflation and output losses that would arise from using monetary policy as a financial stability tool outweigh the benefits by a factor of several hundred. Similarly, in an open economy new Keynesian dynamic stochastic general equilibrium model with financial frictions, Ozkan and Unsal (2014) conclude that when macroprudential policy tools are available there is no welfare gain from monetary policy reacting to credit growth. In a related paper, Ajello et al. (2016) show that even if the central bank were concerned about financial stability, its optimal monetary policy would react only very modestly to financial stability risks.6 In addition, the IMF (2015, Box 3) provides empirical evidence which shows that even though interest rate increases may have a positive effect on financial stability in the long run, they have a negative effect in the short run.

Turning to macroprudential policy, following Tucker (2015) we can frame the general role of financial stability policy as addressing a problem of “the commons” which is analogous to grazing on public lands or fishing in public waters.7 The “tragedy of the commons” arises when individuals have an incentive to do things that degrade the environment for everyone else. From this perspective, we can interpret financial stability as a common resource that is non-excludable yet rivalrous. If the financial system is stable, no one can be prevented from basking in the glow of its stability.

Importantly, individuals can act in ways that reduce systemic resilience. Just as a farmer has the incentive to overgraze, letting their cows eat until the public green becomes bare leading to the starvation of others’ herds and eventually their own, an actor in the financial system may have incentives to take risks that, because of spillovers, can deplete systemic resilience putting others at risk. Excessive risk-taking incentives may be exacerbated by the response of a financial firm’s owners and managers to the presence of both a social safety net (in the form of deposit insurance, the lender of last resort, and implicit government guarantees) and limited liability. When the risk taken by one agent affects outcomes for others, there is a classic externality: the insolvency of one

---

5 An alternative, explicitly prescriptive, measure of monetary policy stance compares the level of the interest rate with that implied by the optimal rule at each point in time. That is, minimising the objective, subject to the economy’s dynamic path, yields an optimal instrument rule. Using such a reference point, the stance measure would tell us whether policy is optimal, above optimal or below optimal, not just whether it is accommodative or restrictive. Combining the two criteria would allow to us describe policies as optimally neutral, accommodative or restrictive, as well as whether they are insufficiently or excessively accommodative or restrictive.

6 There is an active and fertile debate examining the relationship between monetary policy and prudential policy. For example, Cecchetti and Kohler (2014) provide a simple example in which interest rate and capital requirements are substitutes. Others, including Collard et al. (2017) and Mendicino et al. (2020), examine cases in which policies interact, so coordination could be beneficial.

7 See Cecchetti and Tucker (2016) for more details.
firm can cascade, creating system-wide runs, fire sales and an economy-wide credit crunch as balance sheets shrink.8

Policymakers can use their prudential toolkit to counter these externalities, pushing individual investors and institutions to internalise the costs their actions impose on others. The ESRB (2019) describes this as a process in which calibrating the tools requires policymakers to set their objective in the form of a “net systemic risk” (or “risk-resilience gap”) standard, monitor the level of risk and resilience in the system, and then adjust their policy stance to maintain the desired level of net systemic risk in the face of material changes to both the distribution of possible shocks and the fragility of the system.

In principle, financial stability policy and monetary policy are similar. In both cases a policymaker needs a well-defined and measurable goal, a set of tools, and models linking the two. For example, a macroprudential policymaker might focus on preventing acute system-wide disruptions to the provision of financial services that are essential for the proper functioning of the economy. System-wide disruptions in credit intermediation, liquidity and payment services, insurance, asset management, market-making services and the like are a characteristic feature of financial crises.

We now translate this relatively vague mandate to maintain the provision of financial services into an objective notion of what it means to pursue financial stability: acute disruptions of financial services should be infrequent and, when they do occur, the implications for the real economy should not be severely adverse.9 Given this goal of a low frequency and modest severity of system-wide disruptions, the macroprudential policymaker has a set of tools that might include changing the level of capital requirements, imposing maximum loan-to-value ratios for residential mortgages, modifying sectoral risk weights in capital requirements, and defining alternative stress test scenarios used to assess and influence the levels of resilience of relevant financial players, to mention just a few. In order to reach their goals, macroprudential policymakers must also have some idea of the conceptual and quantitative link between their tools and their mandated objectives.

In terms of the generic framework presented in Figure 1, we think of macroprudential policy as primarily influencing the propagation mechanism, maintaining financial stability by ensuring that the system remains resilient to shocks (e.g. by influencing the buffers through which different agents in the system may be able to absorb shocks). That said, the distribution of shocks likely depends on the state of the economy and the conditions in the financial system, and in particular agents’ risk-taking decisions that can, in turn, be shaped by policy. This endogeneity means that by reducing risk taking throughout the system macroprudential policy may also have an influence on the nature and size of the shocks affecting the system. To illustrate the point, consider the well-known case of booms and busts in property markets that may be caused by bubbles or simply by the evolution of

---

8 See Hanson, Kashyap and Stein (2011) for a detailed discussion of the externalities that are the basis for broad-based capital and liquidity regulation.
9 This interpretation of financial stability is consistent with the statutory mandate of the ESRB in Regulation (EU) 2019/2176 of the European Parliament and of the Council which reads: “The ESRB should contribute to preventing or mitigating systemic risks to financial stability in the Union and thereby to achieving the objectives of the internal market.” The regulation goes on to define term systemic risk as “a risk of disruption in the financial system with the potential to have serious negative consequences for the real economy of the Union or of one or more of its Member States and for the functioning of the internal market.”
beliefs. Real estate is often leveraged, so when property prices collapse the impact can cascade through the system. Those households that are unable to meet their mortgage payment obligations may cut back on other consumption purchases, reducing aggregate demand. Some borrowers may even default, risking damage to lenders. In this case, there is a potential for a bigger shock in the form of a property price collapse accompanied by balance sheet fragility, which leads to greater amplification. Policymakers could reinforce resilience to such shocks by, for instance, using tools that force agents to operate with lower leverage.

When and how macroprudential policymakers should utilise the instruments at their disposal, and with what intensity, are the key decisions they face. In the unlikely event that employing macroprudential tools entailed no costs, policymakers would face no trade-off. If they could reduce systemic risk without harming growth or any other relevant measure of social welfare, then maximum resilience would be the target. Unfortunately, however, the most stable financial systems are almost always either small and underdeveloped or repressed. So, while such systems present little risk to stability, they might provide insufficient support to economic wellbeing as measured by economic growth or any other suitable proxy for society’s welfare. The stability we seek is not the stability of the graveyard.
3 Macroprudential policy objectives and growth-at-risk

In order to apply the generic framework in Figure 1 to the case of macroprudential policy, the first step is to specify the objective. This is more complex than it is in the case of monetary policy, where there is a broad consensus as to the desirability of some form of flexible inflation targeting in which central bankers seek to minimise an average of squared deviations of inflation from its target and output from potential over a certain time horizon. By contrast, macroprudential policy currently follows a more disaggregated process in which authorities separate the assessment of risks, the design of associated tools, and the implementation of offsetting interventions into a set of categories explicitly linked to intermediate objectives.10 Current practice identifies the underlying sources of systemic risk arising from the actions of specific institutions or groups, and then fashions dedicated tools to address these risks. For example, regulators and supervisors use capital requirements to mitigate banks' solvency risk and loan-service-to-income limits to contain residential real estate risk. This piecemeal approach has a significant appeal. At a theoretical level, it is consistent with the absence of a comprehensive, integrated framework that incorporates all aspects of the financial system and the real economy, combining intermediate objectives and their associated tools into a single policy design problem. On practical grounds, current practice is coherent with the dispersion, in many jurisdictions, of the governance of macroprudential tools across authorities – each with their own narrow mandate.

Our aim is to explore the possibility of complementing this fragmented methodology with another containing a single unified goal for macroprudential policymakers. The logic of our analysis derives from the straightforward proposition that if each intermediate objective could be represented by a single variable, we could produce a solitary, measurable goal that aggregates all these objectives. Such a final objective should combine the welfare benefits of meeting each intermediate objective together with the potential welfare costs of using the available policy tools to influence the intermediate objectives, making it possible to consistently identify optimal macroprudential policy mixes.

While the advantages of having a measurable encompassing goal for macroprudential policy are clear, it is not at all obvious how to formulate such an overarching objective. The reason for this is that macroprudential policy has both aggregate and distributional effects, potentially influencing both the size and the growth of relevant macroeconomic variables such as output and consumption, as well as their distribution across states of nature, across sectors and within the population. While we are aware of these limitations, nevertheless, for the purposes of the

10 The strategy is clearly stated in Recommendation of the ESRB of 4 April 2013 on Intermediate Objectives and Instruments of Macro-prudential Policy (ESRB/2013/1), which states that “intermediate objectives should act as operational specifications to the ultimate objective of macro-prudential policy, which is to contribute to the safeguard of the financial system as a whole, including by strengthening the resilience of the financial system and decreasing the build-up of systemic risks, thereby ensuring a sustainable contribution of the financial sector to economic growth.” Besides this, it establishes that in terms of goals, the list of intermediate objectives “should include: (a) to mitigate and prevent excessive credit growth and leverage; (b) to mitigate and prevent excessive maturity mismatch and market illiquidity; (c) to limit direct and indirect exposure concentrations; (d) to limit the systemic impact of misaligned incentives with a view to reducing moral hazard; (e) to strengthen the resilience of financial infrastructures.”
remains of this report we follow the path of those policymakers who focus on GDP growth as a summary measure of economic wellbeing. If, however, policymakers were to choose an alternative objective to account for additional important determinants of society’s welfare, such as the distribution of income, the extent of carbon emissions, or any other feature not properly captured by GDP growth, then all we would have to change in the analytical framework presented below would be the definition of the variable representing the final objective.

Before turning to specifics, we should emphasise another important difference between monetary policy and macroprudential policy. At a practical level it is possible to change interest rates frequently and quickly, with an almost immediate impact. By contrast, it is not realistic to adjust macroprudential instruments such as capital requirements, position concentration limits and loan-to-value maxima from one day to the next. This could both delay and prolong the impact of these policies.

Importantly, while the impact of the instruments may be slow, we can still distinguish their steady-state calibration from their potential time variation. The case of Basel III capital requirements illustrates what we mean here. Regulators set a baseline minimum for the ratio of a bank’s capital to its risk-weighted assets, while the structural characteristics of the financial system and the authorities’ tolerance of the cost of banking crises determine the calibration of both the risk weights and the minimum. On top of this minimum, the authorities have the option to set, among other add-ons, a time-varying countercyclical capital buffer (CCyB). Policymakers can adjust the CCyB to maintain resilience and prevent excess cyclicality in credit supply in the face of changes to economic and financial conditions. While the baseline settings of the instruments are critically important, the focus of our discussion is mainly on the time-varying dimension of macroprudential policies. Specifically, our interest is in measuring the settings of macroprudential policy tools relative to their optimal path in the medium term.

Turning to the distribution of output growth, Box B confirms that growth exhibits pronounced negative skewness. Very briefly, looking at information from 46 countries over the period 1960 to 2018, we see there were 97 banking crises. Of these, 13 resulted in three-year average growth that was more than two standard deviations below trend. Laeven and Valencia (2018) identify 151 banking crisis episodes in 119 countries over a period of 47 years. Of these, 83 were associated with output losses of more than 10% of one-year’s GDP. At the other extreme of the distribution, while it is possible to find large positive growth rates in very long time series, these generally occur in the immediate aftermath of the physical destruction caused by a war. For example, while Italy grew by 35% and 19% in 1944 and 1945 respectively, since that time Italian annual growth has never exceeded 9%.

---

11 The Basel Committee on Banking Supervision (2010) provides the analysis used in the initial calibration of Basel III. Quantitative models addressing such a calibration more recently include Begenau and Langvoigt (2018), Mendicino et al. (2018) and Elenev, Landvoigt and Van Nieuwerburgh (2018).

12 Adrian, Boyarchenko and Giannone (2019a) find negative skewness in US growth data, while Adrian et al. (2018) confirm this finding in a broader cross-section of countries.
Box B

Growth and banking crisis

To get a sense of the impact of banking crisis on growth, we merge the output per capita of the Maddison Project Database (Bolt and Luiten van Zanden, 2020) with Baron, Verner and Xiong’s (2020) recently published banking crisis chronology. The full dataset, covering 46 countries from 1870 to 2018 and including 207 crisis episodes, is the longest and most comprehensive currently available. Using these data we compute the various characteristics of the non-overlapping three-year average growth rates in output per capita over two samples, one starting in 1870 and the other in 1960. To account for systematic country differences we normalise the data by subtracting each country’s mean growth and dividing by its standard deviation (computed over the appropriate sample). In these data crises occur in 11% of three-year non-overlapping periods, which, assuming each crisis lasts for three years, is equivalent to a crisis starting in any given year with an unconditional probability of 3.7%, or once every 27 years.

Table B.1 reports various moments for these data. In order to characterise crisis episodes while allowing for flexibility in the timing of implied output losses, we take the minimum average growth for any of the three-year periods that include the years Baron, Verner and Xiong (2020) identify as the beginning of each banking crisis. Normalised per capita output growth exhibits several striking features. First, when we include both crisis and non-crisis years, the data exhibit negative skewness over both the full and the most recent sample periods. Second, a crisis results in three-year average growth that is roughly one standard deviation below the mean. To get a sense of what this implies, note that in the six decades since 1960, average growth in the median country was about 2.5%, with a standard deviation of about 2.25 percentage points. This means that during a typical banking crisis growth is roughly 0.25% on average for three years. Furthermore, our 1960-2018 sample includes 874 non-overlapping three-year periods (which works out at around 19 each for 46 countries). With 97 crises, this means that on average there is one crisis for every nine of these three-year intervals. Put slightly differently, once every 25 to 30 years there is a banking crisis that results in the loss of 7.5 percentage points of GDP.

Table B.1

Moments of normalised per capita output growth

<table>
<thead>
<tr>
<th></th>
<th>1870-2018</th>
<th>1960-2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Sample</td>
<td>Crisis Episodes</td>
</tr>
<tr>
<td>Mean</td>
<td>0.00</td>
<td>-0.74</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.32</td>
<td>-0.94</td>
</tr>
<tr>
<td>Excess Kurtosis</td>
<td>2.71</td>
<td>2.08</td>
</tr>
<tr>
<td>10th percentile</td>
<td>-1.11</td>
<td>-1.88</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1872</td>
<td>207</td>
</tr>
<tr>
<td>Median across countries of average growth</td>
<td>1.99%</td>
<td>2.45%</td>
</tr>
<tr>
<td>Median across countries of standard deviation of three-year growth</td>
<td>3.08%</td>
<td>2.27%</td>
</tr>
</tbody>
</table>

Sources: Maddison Project Database (2020); Baron, Verner and Xiong (2020; and authors’ calculations.
Notes: Data are deviations from the country mean of non-overlapping three-year average growth rates in standard deviation units. Countries are Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, Colombia, Czech Republic, Denmark, Egypt, Finland, France, Germany, Greece, Hong Kong, Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Malaysia, Mexico, the Netherlands, New Zealand, Norway, Peru, the Philippines, Portugal, the Russian
Bad as this is, some banking crises are far worse. Since 1960 there have been 13 crises that resulted in three-year average growth of more than two standard deviations below the country mean growth. For a typical country, that means average growth of -2% for three years and a total loss of 13.5 percentage points of GDP.\(^{(a)}\)

The following graphs plot the distribution of normalised average three-year growth for the long and the short samples. In both cases the black lines display the smoothed frequencies of the three-year average per capita growth rates during normal (non-crisis) periods, while the red lines show the distribution of three-year average per capita growth rates during crisis periods. There are two points worth mentioning. First, as we would expect, crises are characterised by lower growth – the red lines are markedly to the left of the black ones. Second, the crisis distributions exhibit negative skewness and have more than one mode. The various modes seen during crises may reflect the existence of different types of banking crisis (distinguished by their varying degree of severity, due perhaps to the convolution of these crises with sovereign and currency crises).\(^{(b)}\)

Figure B.1  
**Distribution of normalised average three-year growth**  
\(^{(percentages)}\)

Simple tabulations like these do not address the issue of causality. Without conducting a more detailed analysis we cannot infer the extent to which financial stress in general, and banking crises in particular, are responsible for low growth. Nevertheless, there does seem to be a connection. In a sample of 16 countries over the period 1980 to 2017, Aikman et al. (2019) find that two-thirds of the episodes in which growth is more than two standard deviations below the mean are preceded by credit booms. Furthermore, it is rare to see severely adverse downturns in aggregate activity in the absence of a crisis, just as it is rare to see robust growth during a crisis.

What these findings say about the connection between the distribution of per capita growth and episodes of financial stress (specifically banking crises) is consistent with other contributions that emphasise the link between financial instability and output losses. For example, looking at a set of...
40 financial crises from 1980 to 2007, Cecchetti, Kohler and Upper (2009) compute that the average output loss in a crisis is nearly 20% of one year’s GDP. Adrian, Boyarchenko and Giannoni (2019b) and IMF (2017) conclude that lower mean growth is associated with lower growth-at-risk (i.e. smaller values for the low quantiles of GDP growth). In addition, Falconio and Manganelli (2020) find that financial shocks have an asymmetric impact, increasing the negative skewness of the growth distribution.\(^{(c)}\)

\(\text{(a)}\) We note that the Laeven and Valencia (2018) dataset paints a more negative picture. Using data on over 120 countries from 1970-2017, the authors concluded that there were 151 systemic banking crises. More than half of these resulted in a cumulative output loss of more than 10% of one year’s GDP.

\(\text{(b)}\) See Cecchetti, Kohler and Upper (2009) for a discussion of the similarities and differences between crises.

\(\text{(c)}\) We also note that business cycles tend to exhibit a similar asymmetry. See, for example, Kim and Nelson (1999) and Dupraz, Nakamura and Steinsson (2019).

Next, for the purposes of illustration, consider the stylised distribution of output growth shown in Figure 2. Where \(Y\) is the level of output or GDP, define \(y_t = \ln(Y_t) - \ln(Y_{t-1})\) as the one-period growth rate of output and \(f(y)\) the probability density function \(y_t\). Label \(\bar{y} = E(y)\) as the (positive) mean growth rate (or potential growth rate) of output. For the purposes of discussion, consider dividing the growth distribution into two disjoint intervals. The interval to the left of the (negative) level \(y_R\) contains severely adverse growth outcomes which we interpret as the typical result of the financial system being under stress or experiencing a crisis. The portion of the distribution to the right of \(y_R\) contains more benign growth outcomes which we interpret as most typical of normal, non-crisis times. The threshold \(y_R\) has a value-at-risk interpretation. If \(q\) is the probability of growth falling in the stress interval, then \(y^R(q)\) is the growth-at-risk at this probability.\(^{13}\) For future reference, we also define growth-given-stress, \(y^S(q)\), as the expected growth rate conditional on being below the threshold \(y^R(q)\).

\(^{13}\) See Cecchetti (2008), and Adrian, Boyarchenko and Giannoni (2019b).
We note that for a suitable choice of probability $q$ the growth-at-risk threshold $y^R(q)$ need not separate crisis and non-crisis regimes precisely. For example, there could be severe business cycle downturns that do not qualify as financial crises in the left tail, as well as moderate financial stress episodes in which growth remains close to the mean and therefore remains in the unshaded portion of the distribution (as is the case for the two overlapping distributions in Figure B.1). However, measures of financial conditions and stress risk indicators are often constructed for the express purpose of signalling the probability and/or severity of poor growth outcomes over the next few years.¹⁴

To continue, we can define the distribution and chosen quantile for growth over any horizon in two ways. The first method considers a single period growth $h$-periods ahead: $y_{t+h} = \ln(Y_{t+h}) - \ln(Y_{t+h-1})$, while a second option focuses on the average growth over the next $h$ periods: $y_{t,h} = \frac{1}{h} [\ln(Y_t) - \ln(Y_{t-1})]$. In both cases we can construct a density function over the quantity of interest and the corresponding values for both growth-at-risk and growth-given-stress.

There is an important difference between growth-at-risk and growth-given-stress. To illustrate this point, we construct a very simple example for a fixed probability of stress. Figure 3 shows distributions with two different shapes but with a 10% growth-at-risk equal to -4% in both cases. In other words, $y^R(10\%) = -4\%$ in both cases. The distribution in red is bunched near the threshold and has a correspondingly thin tail, while the distribution in blue is more spread out with a relatively fat tail. As a result, the growth-given-stress – the expected growth conditional on being below the threshold – is much more negative in the second distribution (the one in blue). For the red distribution $y^S(10\%) = -4.4\%$ and for the blue distribution $y^S(10\%) = -7.5\%$.¹⁵ Depending on their preferences, the authorities could be led to choose one formulation of the objective over the other.

---

¹⁴ See, for example, Hatzius, Hooper, Mishkin, Schoenholtz and Watson (2010) and Lang, Izzo, Fahr and Ruzicka (2019).

¹⁵ The example in Figure 3 is based on the Pareto distribution. We choose this because the tail of any arbitrary probability density converges to a Pareto distribution, or power function. See Reitano (2017), Section 6.2.1, p. 193.
In addition to the location and the shape of the lower tail, both of which could be related to the degree of resilience of the financial system, macroprudential policy is almost always concerned with long-run average growth. Importantly, there may be a trade-off between systemic resilience and growth. While a financial system that experiences frequent and deep financial crises is unlikely to support sustainable growth, some of the risk-taking behaviour that could lead to crises might increase the availability of funds to projects that raise growth and welfare in the long run. Moreover, in the same way that recessions allow high-productivity activities to replace marginal ones, some financial crises may have cleansing effects that reduce the possibility of an economy falling into a low-growth trap, mitigating the above-mentioned trade-off between mean growth and low tail growth.

Figure 3
Different probability densities for 10% growth-at-risk (percentages)

Notes: Figure shows two Pareto distributions \( f(y) = k_\alpha y^{-(\alpha+1)} \) with the same 10% growth-at-risk of -4%. The distributions differ in terms of the size of the parameter \( \alpha \) and the (normalisation) constant \( k_\alpha \). For the blue-shaded distribution \( \alpha = 2 \) and for the red distribution \( \alpha = 8 \).

An advantage of a framework that relies on either growth-at-risk or growth-given-stress as proxies for financial stability is its potential to capture nonlinearities. In other words, it allows for the possibility that policy tools may have a differential impact on different parts of the distribution of the objective – whether this is growth, as in our example, or something else. To see how this takes place, note that standard empirical analyses in other policy fields, including monetary policy,

---

estimate the elasticity of the mean of the policy objective, e.g. inflation, with respect to the policy instrument, e.g. an interest rate. This approach implicitly assumes that either policy actions simply shift the location of the distribution without changing its shape or that the impact on the shape of the distribution may be safely ignored. By contrast, quantile regression – the statistical method used to measure growth-at-risk – expressly allows for changes in the entire shape of the distribution (although analysts normally focus on just a few relevant quantiles). What this means is that a framework focusing on growth-at-risk can reveal whether policy, or any other conditioning variable including a measure of financial stress, has a differential impact on different parts of the distribution of the objective. In other words, the approach allows for both translations and deformations in the distribution of growth outcomes. This includes, but is not limited to, cases in which the economic and financial system can shift between regimes that might be more stable or less stable.
4 Welfare foundations and a policy rule: an example

The next step in formulating a measure of policy stance is to construct a model linking policymakers’ tools to their agreed-upon objective. The discussion in the previous section leads us to conclude that either growth-at-risk or growth-given-stress might be good candidates for measuring the impact of financial instability on growth outcomes. Additionally, the macroprudential policymaker needs to be alert to the possibility of a trade-off in which actions that reduce the probability and severity of financial stress, raising growth-at-risk, may have a negative effect on average growth. Analogous to the inflation target in a monetary policy framework, a setup could be envisaged whereby elected officials provide the macroprudential authorities with a mandate based on striking an appropriate balance between improving growth-at-risk \( \gamma_R \) or growth-given-stress \( \gamma_S \) and damage to mean growth. For example, parliamentarians might instruct policymakers to focus on a given threshold probability and target some optimal distance between mean growth and either growth-at-risk \( \gamma_R \) or growth-given-stress \( \gamma_S \). Note that a hypothetical distance equal to zero that implies full stability might also imply very low mean growth and will therefore only be socially desirable if society is extremely averse to instability.

Suarez (2021) derives precisely this result for the case in which society’s preferences for growth can be represented by a utility function exhibiting constant absolute risk aversion – growth is normally distributed and the macroprudential instrument has a negative linear impact on average growth and a positive linear impact on growth-at-risk. In this case, an optimal macroprudential policy keeps the gap between average medium-term growth and growth-at-risk constant at a certain target level. That is, \( \bar{y} - \gamma_R \) is set to a target level that depends on a combination of society’s attitudes toward risk and the sensitivity of average growth and growth-at-risk in respect of the macroprudential instrument. Furthermore, when growth is normally distributed the gap between average growth and growth-given-stress is proportional to the gap between average growth and growth-at-risk, so we can express the constant target distance in terms of either quantity. Optimal policy also keeps \( \bar{y} - \gamma_S \) equal to a constant target – Box C provides more details.\(^{17}\)

\(^{17}\) Suarez (2021) presents a static model with a single policy tool, thus abstracting from dynamics that may change the policy design problem in a number of important ways. This is especially true in the presence of multiple tools that have different time-series profiles in their impact on the distribution of growth. Two complications are worth noting. First, the optimal distance from mean growth to the growth-at-risk (or growth-given-stress) will likely be time-varying and will depend on the history of shocks to the economy. Second, the optimal path of the various tools will likely depend on a combination of such path of shocks and what may be complex intertemporal interactions between the tools.
Box C

**Optimal policy in the CARA/normal case**

Suarez (2021) examines a stylised one-period model in which the representative agent’s preferences for output growth outcomes can be described by a constant-absolute-risk-aversion (CARA) utility function and growth rates are approximately normally distributed. As is well known, if an agent has CARA preferences over normally distributed outcomes, then their objective function may be expressed as the mean outcome less the agent’s CARA coefficient multiplied by the variance of the outcomes. Using the fact that the distance between the mean and any quantile of the normal distribution is proportional to the standard deviation of the distribution, Suarez shows that the welfare of the agent (their expected utility) can be written, ignoring the horizon $h$, as

(C.1) $W = \bar{y} - \frac{1}{2}\omega [\bar{y} - y^R(q)]^2$

where $\omega$ is a constant that is increasing in the risk aversion of the representative agent and decreasing in the probability $q$ of the quantile to which growth-at-risk refers.\(^{(a)}\) So, welfare equals mean growth minus a term in the squared deviation of the $q$th quantile from the mean.

To derive the optimal rule, Suarez assumes a linear structure: the mean and the $q$th quantile of growth depend on a measure of systemic risk, $R$, and a macroprudential policy tool, $\tau$:\(^{(b)}\)

(C.2) $\bar{y} = \alpha + \beta R - \gamma \tau$

and

(C.3) $y^R(q) = -\alpha q - \beta q R + \gamma q \tau$

where the $\alpha$’s, $\gamma$’s and $\beta q$ are all positive and $\beta$ can be positive or negative as long as it is greater than $-\beta q$. The most important property of this system is that policy reduces mean growth while it raises the (negative) $q$th quantile.\(^{(c)}\)

Maximising the quadratic objective (C.1), subject to (C.2) and (C.3), yields a rule in which policy is a linear function of systemic risk:

(C.4) $\tau = \phi_0 + \phi_1 R$

Furthermore, following this optimal rule implies keeping the distance between the mean and the $q$th quantile constant:

(C.5) $[\bar{y} - y^R(q)] = \frac{1}{2}\omega [1 + \frac{\gamma q}{\gamma}]^{-1}$

Note that this constant optimal distance depends on two factors: the more risk averse society is, the higher $\omega$ is, and the smaller the optimal distance is; the more responsive to policy the $q$th quantile is relative to the responsiveness of the mean (i.e. the bigger $\gamma q$ is relative to $\gamma$), the smaller the optimal distance is.

There are two points worth noting. First, in the case of the normal distribution the optimal distance from the mean to grown-given-stress ($y^S$) is proportional to the optimal distance from the mean to
growth-at-risk \((\gamma^R)\). As a result, we can substitute \(\gamma^R\) for \(\gamma^F\) in the analysis above, and all the results stand – the only change is that \(\omega\) differs by a constant factor.

Second, as Suarez (2021) shows, it is a straightforward matter to generalise this example to allow \(\tau\) to be a vector, so the policymaker has more than one tool. In this case tools can be ordered by the ratio of their impact on the \(q^{1}\) th quantile to their impact on mean growth – the ratio of \(\gamma_q\) to \(\gamma\) for each tool. The most efficient tools are at the top of such a list. Furthermore, optimal policy should aim to keep \((\gamma^*-\gamma^F)\) constant at the optimal distance implied by the most efficient tool.

---

(a) Suarez (2021), Appendix A1, derives the exact expression. For a coefficient of relative risk aversion \(\rho\), and cumulative distribution functions of the standard normal \(\Phi()\), then \(\omega = \rho / [\Phi^{-1}(q)]^2\). For example, when \(q = 10\%\), \(\Phi^{-1}(0.10) = -1.281\). So, for \(\rho = 4\), \(\omega = 3.12\). In addition, it should be noted that the symmetry of the normal distribution implies that in this model the objective function in (C.1) is the same for \(q\) and for \((1-q)\). Since the true distribution of growth is almost certainly negatively skewed, we view this as an analytical curiosity and focus on the illustrative value of the normal case as a benchmark case in which postulating an objective function like in (C.1) for \(q<0.5\) (i.e. with a focus on the lower tail) can be explicitly connected to the primitive preferences for growth outcomes of a risk-averse representative agent.

(b) This formulation abstracts from the case in which non-macroprudential policies have an impact on mean growth and growth-at-risk. One way to integrate such policies into the model is to reformulate the current measure for systemic risk, \(R\), as a vector that includes these additional policies. They would then appear in a more general form of (C.2) and (C.3), as well as the macroprudential policy reaction function (C.4). In a more general discussion of optimal policy coordination, the framework might be further extended to cases in which the objective function \(W\) includes terms reflecting the goals of such policies. See Cecchetti and Kohler (2014) for an example that combines conventional monetary policy with capital regulation.

(c) A formulation in which policy influences some intermediate objective, which then alters the distribution of growth, is exactly equivalent. Specifically, Section 5.5 of Suarez (2021) also considers a case in which multiple intermediate objectives, each affected by targeted policy variables, have a non-linear effect on growth-at-risk, while policy still has a cost in terms of mean growth. In this case the optimal distance between mean growth and growth-at-risk is not constant but its determinants (and implied intuitions) are the same as in the formulation described here.

At this stage it is worth taking a moment out to discuss a key assumption leading to the conclusion that optimal policy targets the distance between mean growth and growth-at-risk, \((\gamma^* - \gamma^F)\). \(\gamma\) is a technical requirement in order to arrive at a nontrivial solution to the policy problem analysed in Suarez (2021). In the absence of such a trade-off, if policymakers had a tool that could raise growth-at-risk without lowering mean growth, the optimal policy would be to set policy to minimise the distance between the two. While such tools may exist, we strongly suspect that this is a local, rather than a global, property. This means that there may be a range over which the policy tool could both reduce the distance \((\gamma^* - \gamma^F)\) and raise mean growth, but as the tool’s setting increases, a trade-off will appear.\(^\text{18}\) Thus, we may view the linear equations of the model in Box C as an approximation to potentially non-linear relationships in the range over which policy entails a trade-off. (See Box D for a graphical representation of the policymaker’s problem, both in the benchmark case where the stipulated linear trade-off is global and in a more general case where the slope of the elasticity of average growth with respect to macroprudential policy changes sign as the policy intensifies.)

Turning to the stance metric, we start by assuming that the policymaker’s focus is on conditions \(h\) periods ahead. In other words, they perform what the inflation targeting literature calls “forecast

\(^{18}\) Looking at the model in Box C, this is a case in which the parameter \(\gamma\) in equation (C.2) is negative until \(r\) reaches some critical level, at which point \(\gamma\) turns positive.
targeting at horizon $h$. Since the influence of any policy changes takes time to work through the system, it is natural to target forecasts of future levels rather than current levels.\(^{19}\) Given the horizon, macroprudential policymakers will target the distance either from the mean to the growth-at-risk, $(\bar{y} - y^a)$, or from the mean to the growth-given-stress, $(\bar{y} - y^s)$. For the first of these we label the optimal target distance $(\bar{y} - y^a)^*$, and the stance then depends on the difference between $(\bar{y} - y^a)$ and $(\bar{y} - y^a)^*$. When the current expected difference is positive, $(\bar{y} - y^a)$ exceeds $(\bar{y} - y^a)^*$, policy is overly accommodative, and the tools need to be tightened. Conversely, if the expected difference is negative, policy is overly restrictive, and the tools need to be loosened.

---

**Box D**

**A graphical representation of optimal macroprudential policy**

To aid the reader’s understanding of the simple model described in Box C, we present the macroprudential policymaker’s problem in graphical form. We do this by first deriving a policy frontier and noting that optimal policy, if interior, is at the point where this frontier is tangent to the indifference curve arising from the welfare function.

Starting with the policy frontier, using equations (C.2) and (C.3) we can express the distance as a linear function of the measure of systemic risk $R$ and mean growth $\bar{y}$:

\[
(D.1) \quad [\bar{y} - y^a(q)] = \gamma_q \left[ \frac{\alpha_q}{\gamma_q} - \frac{\gamma_q}{\gamma} \right] + \gamma_q \left[ \frac{\beta_q}{\gamma_q} - \frac{\gamma_q}{\gamma} \right] R + \left[ 1 + \frac{\gamma_q}{\gamma} \right] \bar{y}
\]

(all parameters are defined in Box C).

This is a straight line with a slope equal to $1 + (\gamma_q / \gamma)$. We explore two cases in which the sign of the slope differs. When the slope is positive, macroprudential policy moves mean growth $(\bar{y})$ and the distance between mean growth and growth-at-risk $(\bar{y} - y^a)$ in the same direction, so there is a trade-off: reducing the distance comes at the cost of lower mean growth. We illustrate this case in Figure D.1 – the purple line is the policy frontier. To complete the graphical description of the model, we should note that the quadratic social welfare function (C.1) implies indifference curves in the depicted space such that, as mean growth increases and the distance decreases, welfare improves. These are the solid and dashed blue concave lines in the figure. Optimal policy, at the tangency of the policy frontier with the solid indifference line, is where the distance is equal to what we label $d^*$.

---

\(^{19}\) Svensson (1997) discusses this issue and its implications for policy design in a monetary policy setting.
A property of the linear formulation in Suarez (2021) is that changes in the systemic risk variable $R$ produce parallel shifts in the position of the policy frontier. Together with the shape of the indifference curves, this implies that the tangency points that would identify the optimal policy for each value of $R$ always involve the same optimal distance $d^*$.

In the unlikely alternative case in which the slope of the policy frontier is globally negative, there is no trade-off. Policymakers could reduce the distance without there being any cost in terms of mean growth. In this case, the optimal policy is at the point where the downward sloping frontier cuts the horizontal axis.

An empirically more plausible case assumes the local absence of a trade-off at low levels of activation of the policy, followed by the emergence of a trade-off above a certain point. So, while the policy frontier might slope down over a certain range, it will eventually turn upwards. We illustrate a case of such a non-monotonic frontier in Figure D.2.
In this case there is still a tangency point that identifies the optimal policy and an interior optimal distance $d^*$ associated with such a policy. However, in contrast to the baseline linear model of Suarez (2021) illustrated in Figure D.1, there is no guarantee that in this case the distance $d^*$ will be invariant to changes in the systemic risk variable $R$. So, as postulated below, one can still use the distance associated with some steady-state level of systemic risk $R^*$ as a benchmark for assessing the macroprudential policy stance. However, having an actual distance that is higher or lower than the implied $d^*$ does not necessarily mean (if $R$ is different from $R^*$) that such a policy is too loose or too tight.

The Suarez (2021) model suggests that the optimal distance $(\bar{y} - y^*(q))$ depends on three factors: i) the benchmark probability of stress (at the chosen horizon), ii) society’s risk aversion, and iii) the impact of policy on the lower tail growth relative to its impact on mean growth (the quantity labelled $\gamma_d/\gamma$ in Box C). The optimal distance increases as the probability declines, the risk aversion increases, or the relative impact goes down.

Figure 4 uses the exact expression Suarez derives (equation C.5) to compute the optimal target distance as the various determinants change. In the top panel we fix the threshold probability of stress ($q$) at 10% and vary the coefficient of relative risk aversion ($\rho$) (which is a determinant of $\omega$ in
equation C.5) from 2 to 6. The horizontal axis shows the relative impact of policy, while the vertical axis is the optimal target distance. When \( \rho = 4 \), and the relative impact \( (\gamma_q / y) \), equals 5 (a value roughly consistent with the results reported in Galán (forthcoming)), the optimal target distance \( (y - y^R)^* \) is 6.84 percentage points. This number rises as risk aversion declines. Where \( \rho = 2 \), and the relative impact remains at 5, the optimal target distance rises to 13.69 percentage points.\(^{20}\) In the bottom panel of Figure 4 we set the relative risk aversion \( (\rho) \) to 4 and vary the threshold probability \( q \) from 5% to 15%. Unsurprisingly, lowering the probability increases the distance. Focusing again on the case in which the impact of policy on growth-at-risk is five times as great as it is on long-run average growth, the optimal target distance falls from 11.27 percentage points at \( q = 5\% \) to 4.48 percentage points at \( q = 15\% \). The message we take from these very rough calculations is that for plausible parameterisations the optimal target distance implied by conventional relative risk aversion coefficients may be quite large – 10 percentage points or more. This suggests that unless policymakers are very averse to financial instability or have a macroprudential instrument that is extremely effective in improving growth-at-risk relative to its undesirable impact on mean growth (i.e. unless \( \gamma_q / y \) is relatively large), using the policy tools to counteract the small probability of very large declines in output during crises may not be optimal. The case of snowstorms comes to mind. If we compare Stockholm, where it snows between 75 and 100 days per year, with Madrid, where a serious snowstorm occurs only once every half century, investing in snow removal infrastructure is a necessity in Stockholm, but not in Madrid.

---

\(^{20}\) Estimates of the coefficient of relative risk aversion in the economic and financial literature vary depending on the methodology and reference data. Most economists would consider plausible values to be between 1 and 3, but empirical studies with microeconomic data yield estimates over a much wider range, depending on whether the focus is on consumption choices or portfolio decisions. For example, using subjective data on personal wellbeing, Gandelman and Hernandez-Murillo (2015) conclude that risk aversion is around 1 – a value close to that found in the public finance literature that they cite. By contrast, when trying to match asset prices and, specifically, the observed equity premium, the macro-financial literature requires much higher values. See, for example, Cecchetti, Lam and Mark (1994). In a macroprudential context, it is unclear whether the value of \( \rho \) should be set based on the preferences of a representative consumer, as in a typical macroeconomic model, or whether it should be inflated to reflect society’s aversion to the cross-sectional unemployment and income inequality implications of financial crises.
Figure 4
Optimal target distance from mean growth ($y$) to growth-at-risk ($y^R$)
A. Threshold probability of stress $q = 10$

Sources: Authors’ calculations based on equation (C.5) in Box C.
Returning to the issue of policy stance, recall that in the case of monetary policy we define a stance as restrictive or accommodative based on the level of the policy rate relative to its steady-state equilibrium level. Following this same line of reasoning, we posit that macroprudential policy is optimal when it maintains a target distance between mean growth and growth-at-risk (or growth-given-stress) that is consistent with the framework established above. Deviations from the optimal target distance \((\bar{y} - y^R)\) imply that a stance is either too tight or too loose. This means that, as is the case for monetary policy, we can evaluate the macroprudential policy stance by looking at the expected future path of relevant endogenous variables – in this case the central moment and the lower tail of the growth distribution.

We close this section with a discussion of the robustness of the results in Suarez (2021). Given the evidence showing that for most countries’ growth is negatively skewed and has excess kurtosis, we are led to examine the accuracy of the normal approximation. As Box E shows, in all but the most extreme cases the constant distance rule in equation (C.5) performs quite well. Exceptions arise for low quantiles \((q = 5\%)\) and high levels of risk aversion \((\rho = 20\%).

<table>
<thead>
<tr>
<th>Box E</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The accuracy of the growth-at-risk-based welfare criteria under deviations from normality</strong></td>
</tr>
</tbody>
</table>

If growth is normally distributed and utility exhibits CARA, then a rule maintaining a constant distance between average growth and a lower quantile of growth is optimal. This is the result obtained by Suarez (2021) that we highlight in our discussion. However, as we also emphasise, the empirical distribution of GDP growth is not symmetrical and may have fat tails. So, how much does this matter?

When the underlying growth distribution is not normal, we can think of a welfare metric that relies on moments of the growth distribution, such as the mean and the variance (as in classical portfolio theory) or the mean and a lower quantile of the growth distribution (as in the growth-at-risk framework), as an approximation for societal preferences. To judge the accuracy of this approximation when the distribution of growth is negatively skewed and has excess kurtosis, we examine a set of simulations in which growth is drawn from a mixture of two normal distributions \((N_1\) and \(N_2\)) with different means \((\mu_1\) and \(\mu_2\)) and standard deviation \((\sigma_1\) and \(\sigma_2\)). The two regimes capture “ordinary times” and “crisis times” respectively. Our assumptions are motivated by the distributions shown in Figure B.1. We should note, however, that (i) the distribution of growth in ordinary times has some bad outcomes but (ii) the distribution of growth in the event of a crisis has some relatively good outcomes. Put slightly differently, a crisis is neither necessary nor sufficient for growth to be low (or negative).

Our simulations vary across two dimensions: the likelihood of being in a crisis regime and the severity of a crisis (i.e. the mean of growth in the second regime). Table E.1 reports the moments of several illustrative distributions from our experiments. It shows cases for which the probability of being in a crisis regime over a three-year period is 5\% and 10\% and the average growth rate conditional on being in a crisis regime is 0\%, -2\% and -4\%. In choosing these numbers, we are guided by the distributions for the period 1960 to 2018 reported in Table B.1, which suggest that a benchmark case – the highlighted row in the table below – is one in which about 10\% of non-
overlapping three-year periods are crises and the average three-year annual growth rate during crises is 0%.

Table E.1  

**Candidate growth distributions**

<table>
<thead>
<tr>
<th>Probability of being in a crisis regime</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average crisis growth (%)</strong></td>
<td><strong>Mean</strong></td>
<td><strong>St. dev.</strong></td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----</td>
<td>--------</td>
</tr>
<tr>
<td>0.0</td>
<td>2.96</td>
<td>2.85</td>
</tr>
<tr>
<td>-2.0</td>
<td>2.76</td>
<td>2.76</td>
</tr>
<tr>
<td>-4.0</td>
<td>2.66</td>
<td>2.96</td>
</tr>
</tbody>
</table>

Notes: Unconditional moments of empirical distributions computed as the mixture of two normal distributions. The first has a mean of 3.01% and standard deviation of 2.52%; the second has a mean equal to the average crisis growth in the first column and a standard deviation of 2.78%. The probability of drawing from the second distribution is equal to 5% or 10%. All reported numbers are based on 500,000 draws. The shaded values are those that correspond to the benchmark in the data reported in Table B.1.

We proceed to draw 500,000 times from each distribution. From these draws, we first compute expected utility for a CARA utility function, which we can use to calculate the certainty equivalent growth rate. Then, using the result from Suarez (2021), we calculate the level of welfare implied by several alternative moment-based approximations (which are directly interpretable as approximations to this certainty equivalent growth rate). These are a simple mean-variance welfare criterion and welfare criteria based on the mean and the (squared) distance between the mean and 5%, 10% and 15% growth at risk (equation C.1 in Box C).

Figure E.1 reports the results for experiments in which the probability of being in the crisis regime varies from 0% on the left to 20% on the right. For these experiments we set average crisis regime growth at -2% and the coefficient of relative risk aversion at 4. The dashed line shows the deviation of certainty equivalent growth from the unconditional mean growth – what we think of as the representative agent’s “willingness to pay” to completely stabilise growth. It should be noted that these numbers are relatively small. For the case where the probability of being in the crisis regime is 10%, and so mean growth is 2.51% with a standard deviation of 2.96%, someone with a risk aversion of 4 is willing to pay 18 basis points of GDP to completely stabilise growth.(a)

Turning to the accuracy of the growth-at-risk-based welfare criteria, the bars in the graph show the approximation error (deviation from the true certainty equivalent level) implied by each alternative welfare criterion. Two things stand out. First, the mean-variance criterion performs the best – something that is true in all the cases we explored. Second, except for the 5% growth-at-risk (GaR) rule (the orange bars), the errors are less than 2.5 basis points in absolute values. Putting this another way, in all but the worst-case scenario the errors are less than 10% of the willingness to pay to fully stabilise GDP growth.(b)
Turning to a second set of experiments, we fix the probability of being in the crisis regime at 10% and vary the severity by varying the average growth in the crisis regime from +0.5% to -4.0% (Figure E.2). Everything else is the same as before: we rely on 500,000 draws from the mixture of two normal distributions and set relative risk aversion to 4. Willingness to pay remains modest at between 13 and 26 basis points. When crises are, on average, very severe, the errors implied by some of the growth-at-risk-based welfare measures now exceed 5 basis points. Having said that, the 10% growth-at-risk rule still performs remarkably well – the absolute errors remain below 1 basis point.
Next we report the results of a set of experiments in which relative risk aversion equals 20. In this case, as crises become sufficiently severe, willingness to pay (measured as the difference between certainty equivalent growth and unconditional average growth) rises above 100 basis points. The results are shown in Figure E.3. (Please note that the vertical scale extends much higher than it does in the previous two figures.) Perhaps unsurprisingly, in such an extreme case approximation errors can exceed 20 basis points, although they remain small as a fraction of willingness to pay.

Finally, we note that the results here are robust to a variety of alternative departures from normality. These include cases where the second (crisis) regime is characterised by either a Student’s t-distribution with varying degrees of freedom (which has fatter tails than normal) or an exponential distribution (implying an unconditional distribution with sizeable negative skewness). The results are also robust (again in the sense that they produce relatively small approximation errors) when preferences feature constant relative risk aversion (CRRA) rather than CARA.

Overall, we find the results of these experiments reassuring. The message is that the errors arising from building policy design using welfare metrics that rely on the (squared) distance between mean growth and a lower growth quantile (especially the 10th percentile) are not only consistent with expected utility maximisation under CARA preferences and normality but provide a reasonably good approximation to the latter when the growth distribution deviates substantially from normality, as well as under CRRA preferences.\(^{(c)}\)
Figure E.3
The accuracy of the growth-at-risk approximation with high relative risk aversion

Notes: Results are based on 500,000 draws from a mixture of two normal distributions: $N_1(\mu=3.01, \sigma=2.52)$ and $N_2(\mu=value on horizontal axis, \sigma=2.78)$. The probability of drawing from $N_2$ is set to 10% and relative risk aversion is set to 20.

(a) This result is reminiscent of Lucas’s (1987) observation that, in a representative agent model, the cost of business cycles is likely to be extremely small. See Barlevy (2004) for a discussion of Lucas’s original results and a survey of the related work.
(b) An alternative way to evaluate the importance of deviations from normality is to compare the errors to revisions in published quarterly GDP growth numbers. Looking at the US case from the initial to the most recent estimate (from 1990 to 2015), the median GDP growth revision is more than 25 basis points – over five times the largest error in Figure E.1.
(c) If growth were truly normally distributed, then a growth-at-risk approach would have no advantage relative to a more conventional mean-variance approach. The growth-at-risk approach can only be strictly superior if the conditional distribution of growth is not normal and, as recent evidence suggests, financial factors and macroprudential instruments have a differential impact on the lower quantiles of the distribution. In other words, when changes in systemic risk and policy settings do not simply shift the mean and change the variance of the distribution, they change its shape as well.
5 Challenges in the implementation of macroprudential policy

Policy design is an inherently empirical exercise. While we need conceptual models to discipline our thinking and ensure logical consistency, most policy actions involve quantities. Monetary policymakers set policy rates at certain levels, decide on the size and composition of their balance sheet, and so on. Prudential authorities are no different. Microprudential regulators set rules that establish minimal or maximal values for key ratios associated with the operation of individual financial intermediaries. Similarly, the macroprudential policy toolkit contains many quantitative instruments. Determining the appropriate stance requires measurement, evaluation and the calculation of an optimal policy response.

To see how we can proceed with measuring stance, take the case of the European Central Bank’s (ECB’s) monetary policy framework as a guide. As of May 2021, the ECB states its objective as price stability, which is defined as inflation (as measured by the year-on-year increase in the Harmonised Index of Consumer Prices for the euro area) of below but close to 2% over the medium term. This involves three essential elements: an index for measuring inflation, a horizon over which to measure it, and a specific number for the target itself. Once these are established, the Governing Council then assesses the policy stance based on whether its tools are set at levels most likely to meet the objective.

Applying this logic to the specific macroprudential policy framework we proposed in the previous sections of this report, there are three categories of input feeding into the construction of the optimal target distance between mean growth and downside risk that provides the benchmark for measuring stance. These are:

(i) the index, horizon, and degree of time averaging;
(ii) the threshold lower quantile and the choice of growth-at-risk or growth-given-stress;
(iii) the effectiveness of policy, i.e. the impact of policy on the lower tail of output growth relative to mean growth ($\gamma_q/\gamma$).

We now consider the three categories of necessary inputs from both a conceptual and an empirical perspective. That means we discuss what we should measure as well as what we can measure.

i) The index, the horizon, and the degree of time-averaging

Starting with the index, we should choose an indicator that is closely tied to the general welfare of the society in question. In practice this means focusing on (the growth of) GDP, consumption or employment. The work done so far focuses primarily on the first of these, but we should not rule out alternatives.

---

21 At the time of writing the ECB is conducting a review of its monetary policy strategy, so this may change.
Turning to the horizons, we can justify looking forward four, eight, twelve or even sixteen quarters ahead. The choice depends in part on the lag with which policy influences financial risks. For example, changes in the countercyclical capital buffer (CCyB) may have to be announced with a lead time of four quarters and may take an additional four quarters to have any impact. In such a case it makes no sense for the objective to be at a shorter horizon than that required to implement the policy and for it to have any impact. In practical terms, the choice of horizon depends on the precision with which we can measure the impact of other required inputs on the target.

Regarding the degree of time-averaging, policymakers should decide whether to frame their objective in terms of a one-year growth rate h years ahead or the average growth rate over the next h years. In our view, the latter would be more natural.\(^\text{22}\) The rationale for this choice is that average growth takes account of the fact that the costs and benefits of macroprudential policies are almost certainly spread differently over time. To illustrate this point, consider a policy of tightening the maximum loan-to-value ratio requirement for residential mortgages. This could reduce expected growth one and two years out while reducing downside risks three and four years out. In such a case it makes sense to choose an objective based on average growth over the next three or four years. Importantly, such a measure implies less focus on short-lived fluctuations and more on low-frequency, persistent risks.

\textbf{ii) The threshold lower quantile and the choice between growth-at-risk and growth-given-stress}

Next, consider the choice of quantile and the characterisation of the lower tail of the growth distribution. Starting with the former, should macroprudential policy focus on the 5th percentile of the distribution or, possibly, the 10th or the 15th? At a conceptual level it is reasonable to consider lower quantiles. The Laeven and Valencia (2018) database implies an unconditional probability of a crisis of roughly 4.5\% per year, suggesting that we should focus on the 5th percentile of the growth distribution. However, this seems too low for two reasons. First, financial factors play a role in most downturns – even downturns that are not accompanied by financial crises. Second, we suspect that there are significant barriers to measuring low quantiles with precision. As the quantile declines from the tenth to the fifth to the first, observations around the true quantile are very likely to become increasingly sparse, so the accuracy with which the quantile (and its determinants) can be estimated inevitably declines. In all, this is an argument for preferring the 10th quantile to the 5th (and also to the 15th, which might less clearly reflect the implications of financial stress).

Turning to the measure of the lower tail of growth outcomes: which option is best, growth-at-risk or growth-given-stress? The discussion in Section 3 of this report, as well as the example in Figure 4, suggests that choosing the latter might make more sense. Since growth-given-stress can vary substantially for a fixed growth-at-risk, and our concern is with extremely negative growth outcomes, it would be logical to focus on the expected shortfall, i.e. the growth conditional on the

\(^{22}\) For the sake of simplicity and ease of presentation, the framework we describe here abstracts from dynamics within the specified policy horizon and uses aggregation over such a horizon as a substitute for being explicit about the higher frequency path of the relevant state variables. Detailed articulation of the framework could instead rely on quantile vector auto-regressive models that explicitly capture such dynamics. Such a further evolution of the framework could also take account of (properly discounted) intertemporal trade-offs over the policy horizon (e.g. balancing short-term costs against what may be the medium-term benefits of a policy tool).
system being under stress. However, there is a strong empirical case for choosing growth-at-risk. Computing growth-given-stress requires us to estimate the area under the entire lower tail, and the absence of data to pin down the density at very low quantiles would make this extremely difficult to do with any degree of precision. We cannot measure the frequency or the severity of events we very rarely see. So, much as we might prefer growth-given-stress as a measure of welfare, it seems prudent for policymakers to pay more attention to growth-at-risk.

iii) The relative effectiveness of policy

The final input into the computation of the macroprudential target is the impact of policy on the lower tail of the growth distribution relative to its impact on mean growth, \( \gamma_q \). This requires policymakers to estimate the elasticity of average growth for the chosen low quantile in respect of the array of macroprudential tools over the preferred horizon. Several complex issues arise in this regard. First, the accuracy of these estimates will almost certainly depend on the horizon. This means we will be able to estimate the impact of policy on growth more precisely at some horizons than at others – a fact that will play a role in the choice of the horizon itself. Second, we have more experience of some tools than others. For example, changes in maximum loan-to-value ratios for residential mortgages have historically been more common than adjustments to the CCyB or changes in bank asset concentration limits. If a tool shows no variation this means that available data will be silent on its effectiveness. Third, as we discussed in and around Box D in the previous section, there is a possibility that this trade-off may not apply to all settings of each policy tool. Finally, there is the issue of the endogeneity of policy tools. An appropriate treatment of macroprudential instruments’ endogeneity is essential if estimates of \( \gamma_p \) are to capture the causal effect of policy on the relevant moments of the growth distribution rather than the mere historical correlation between tools and growth outcomes.

These inputs, combined with society’s aversion to severely adverse events (the coefficient of relative risk aversion \( \rho \) in the analysis in the previous section), provide a measure of the optimal target distance that is the basis for a macroprudential target. Comparing this optimal target with the distance implied by current policy settings yields a measure of stance. When the current estimate of the distance exceeds the optimal target, policy is too accommodative; when the current estimate of the distance is smaller than the optimal target, policy is too restrictive.

Before we conclude, we note several additional challenges that macroprudential policymakers face during implementation. First, there is the sheer number of tools available. Alam et al. (2019) tabulate 17 separate categories of macroprudential tools. Ideally, we would determine which tools are substitutes and which are complements, so that we can employ such tools in the best possible way.

---

23 To see why this is the case, consider computing utility, conditional on it being in the tail of the distribution. Assuming we can approximate the utility function as a finite-order polynomial, then expected utility (conditional on \( y < y_R \)) is a function of the moments of the distribution describing the lower tail of growth outcomes. For the special case of the Pareto distribution shown in Figure 4, these are all functions of a single parameter that determines the shape of the tail. In other words, there is a class of utility functions and a distribution of growth outcomes for which welfare could be expressed as a function of growth-given-stress but not as a function of growth-at-risk.

24 Addressing this issue may require moving beyond standard reduced-form quantile regressions by adopting either an instrumental variables approach or a structural approach that explicitly models policy as an endogenous variable in a multi-equational system.
combinations, equating their marginal effectiveness.\textsuperscript{25} Second, as always, policymakers need to avoid reacting to “noise”. Given how underdeveloped data systems are for some parts of the financial system (especially non-bank intermediaries), this is a particular risk. A related call for caution emerges when we recognise the potential for misspecification and estimation error that could plague the empirical models underpinning the kind of policy calculations envisaged above.\textsuperscript{26} Third, as should be clear from our discussion, the policy target is likely to differ across jurisdictions. Attitudes to risk (or society’s aversion to financial instability) will diverge, as will financial structure and the effectiveness of different policy instruments. So, in a multijurisdictional area such as the European Union, providing a cross-country assessment of policy stance will involve the challenge of treating or accommodating country heterogeneity along some of the dimensions identified above (risk attitudes, effectiveness of available policy tools, etc.).

\textsuperscript{25} See Suarez (2021), Section 5.4 for a general discussion of this problem.

\textsuperscript{26} Such problems plague many aspects of both public and private decision-making. See, for example, Svensson and Woodford (2003) for a general discussion, Orphanides (2001 and 2003) for an examination of the impact of “noisy” information on monetary policy, and Jorion (1985) for a study of the problem in the context of international portfolio diversification.
The role of macroprudential policymakers is to ensure that the probability and severity of a crisis is at a level that is consistent with the preferences of the citizens they serve. To fulfil this task successfully they require a measurable objective, a set of tools that can influence their target, and a model linking the two. The problem is analogous to that faced by monetary policymakers as they strive to achieve price stability. Using this as a guide, this report presents an example of a framework in which optimal macroprudential policy requires policymakers to target the distance between average growth and a low quantile of growth. This distance depends on society’s aversion to crisis and the degree to which tools can influence the mean and the lower tail of the growth distribution. Our example yields a normative measure of stance, which tells us whether macroprudential policy is excessively accommodative or restrictive.

Before we conclude it is important that we provide a few warnings. First and foremost, the purpose of this report is to provide a perspective on the problems faced by macroprudential policymakers. We discuss the necessary elements of a theoretical and empirical framework that could form a basis for constructing a measure of policy stance. We present stylised examples based on a simple model. There is no guarantee that the conclusions we draw will lead to more complex, better articulated models of the economic and financial system. However, it seems likely that a fully articulated macroprudential policy framework will include a horizon for the target, a measure of the lower quantiles of a suitable aggregate indicator of economic wellbeing (possibly GDP growth), and an estimate of the causal effect of the relevant policy tools on that distribution. A combination of data sparsity and the difficulty faced by policymakers in identifying the causal impact of macroprudential tools on their target makes this a challenging task.

Second, our simplified treatment of macroprudential policy abstracts from a well-known danger that plagues all stabilisation policy. When the authorities reduce the likelihood of severely adverse outcomes, people change their attitudes toward risk taking in ways that could ultimately make the system less resilient. Ironically, policies aimed at mitigating financial stress could sow the seeds of future crises. Some elements of crisis management, in which authorities rescue financial markets and institutions, may further aggravate this problem. Our treatment of the impact of macroprudential policy on systemic risk (proxied by its impact on the low tail of the growth distribution in our example) does not account for this form of moral hazard. That said, if the moral hazard effects were dominant in practice, a suitably estimated measure of the causal impact of policy actions on the relevant low tail of the growth distribution would reflect this by showing an overall negative, rather than positive, effect of crisis mitigation policies on tail outcomes, and the framework envisaged in this report would advise against such policy actions.

To conclude, the goal of this report is to begin a discussion, outlining the challenges that researchers and practitioners face as they set out to construct a macroprudential policy framework. In our view, making progress on the road ahead will take time and will require contributions from various fields, but there is every reason to believe that these efforts will help to improve the assessment, design and communication of macroprudential policy.
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