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Benchmark evaluations trends towards AGI

AGI: Artificial General Intelligence

● At leasat human - level on all cognitive 

tasks

● Publicly stated target of DeepMind, 

OpenAI and Anthropic

● Economic value around 14 trillion$

● Ne xt  s t e p :

ASI = Art if ic ia l Sup e r- In t e llig e nc e

● Sup e rio r t o  a ll huma ns
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Main Gaps to AGI

● Reasoning: still some incoherences, outstanding progress over past 
year

● Planning / autonomy / agency: special form of reasoning, worse than 
humans, but rising exponentially fast (doubling horizon per 7 months)

● Bodily control / robotics: not necessary to cause major harm (CBRN, 
persuasion/manipulation, etc), either with malicious goals from humans 
or from the AI itself, but could make harm severity much larger (x - risk)
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Advances in abstract reasoning
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Noteable 
breakthrough 
on the 
Abstract 
Reasoning 
Challenge 
(ARC)

Bengio et al 2025



Exponential progress on agency
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Extrapolating from this curve ⇨ human level within 5 years

Kwa and al 2025

https://arxiv.org/abs/2503.14499
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We do not know how to align AI to our 
norms, and control its power to avoid AIs 
aiming for nefarious goals either: 

● set by humans; 
● or of their own accord.
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Early signs of deceptive and self -
preserving behaviors
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In-context Scheming

Frontier AIs seen 
trying to escape when 
told they will be 
replaced by a new 
version, copying their 
weights/code onto 
the files of the new 
version, then lying 
about it - Dec. 2024
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Alignment faking

Frontier AI pretending 
to agree with human 
trainer to avoid 
changes to its 
weights that would 
make it behave 
against its previous 
goals later - Dec. 2024
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Self-preservation behaviors 

Frontier AI resorting to 
blackmail as well as 
industrial espionage 
to avoid being shut 
down. June 2025



International AI Safety Report

● Synthesizes these trends and a large 
spectrum of associated risks threatening 
our economies, democracies and the 
future of humanity.
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Bengio and al 2025



Slower systemic risks

● Labor market disruptions

○ While some workers will benefit, many 
others would likely face job losses or 
wage declines.

○ Could be particularly severe if 
autonomous AI agents become 
capable of completing longer 
sequences of tasks without human 
supervision.

● Loss of trust in institutions
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Slower systemic risks

● Excessive concentration of economic and military power 
○ If AI advances accelerate (AI for AI research), one company & country could 

use AGI and then ASI to dominate the world, first economically.

● Global AI R&D divide
○ General-purpose AI R&D is currently concentrated in a few 

Western countries and China. This ‘AI divide’ has the potential 
to increase much of the world’s dependence on this small set 
of countries.
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Potentially catastrophic events

● Large -scale malicious use:

○ Public opinion manipulation

○ Cyber offence

○ Chemical, biological, 
radiological and nuclear

● Loss of control 
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Conclusions

● It is urgent to work on technical and political solutions t o  mit ig a t e  
t he s e  ris ks  a nd  ma ny  o t he rs .

○ My p ro je c t , LawZero , t o  work on  Sc ie n t is t  AI (g ua rd ra il + s a fe -
b y-d e s ig n  AI s ys t e ms ) b u t  many other endeavours are needed

● International collaboration a nd  t re a t ie s  t o  a d d re s s  AI s a fe t y  + 
ve rif ic a t ion  t e c hno log y (s o f t wa re  & ha rd wa re ), s imila r t o  p a s t  
e f fo rt s  t o  a ve rt  nuc le a r c a t a s t rop he
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AGI should be a global public 

good: cannot be managed solely 

by market forces and national 

competition
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Thank you for your time and 
attention
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Access the International 
AI Safety Report
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